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Abstract

The discovery of cuprate high-$T_c$ superconductors in 1986 has tremendously impacted the community of condensed matter physics. However, the underlying superconducting mechanism is still not well understood after over twenty years. Recently, the iron pnictide high-$T_c$ superconductors break the monopoly of cuprates. The investigation of pnictides not only provides information on their physical properties and application potential, but also helps to explore the high-$T_c$ superconducting mechanism by comparing with cuprates.

As a surface-sensitive tool to detect microscopic properties of materials with atomic spatial resolution and meV energy resolution, scanning tunneling microscopy (STM) has been proved effective in addressing electronic structures of cuprate superconductors. In this thesis, I present an atomically resolved scanning tunneling spectroscopy study of superconducting BaFe$_{1.8}$Co$_{0.2}$As$_2$ single crystals in magnetic fields up to 9 T. At zero field, a single gap with coherence peaks at $\Delta = 6.25$ meV is observed with a relative standard deviation 12%, and its implication is discussed in
At 6 and 9 T, we image a stationary but disordered vortex lattice, consistent with isotropic, single-flux quantum vortices. Vortex locations are uncorrelated with strong-scattering surface impurities, implying bulk pinning.

Other work contributing to this thesis is focused on a cuprate superconductor, Bi$_{2-y}$Pb$_y$Si$_2$CuO$_6$+$\delta$. With the density of states (DOS) maps at both zero and nonzero magnetic fields, a division normalization method is applied to separate two characteristic energy scales. We extract a homogeneous hidden small gap coexisting with an apparent inhomogeneous gap. Compared with a recent experiment performed by Boyer et al., the hidden small gap is believed to be a superconducting order and the apparent inhomogeneous gap is referred to the pseudogap phase. Under the magnetic field range in our experiment, a vortex liquid state is proposed. This technique can be extended to detect the possible superconducting information in the Nernst state above $T_c$. 
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Chapter 1

Overview of Superconductivity

Superconductivity has been one of the most fascinating areas of condensed matter physics in the last century. As a phenomenon of conducting electricity without any resistance, superconductivity occurs in certain materials below a material-specific critical temperature $T_c$. To understand why and how these materials act as superconductors is the main goal of this field, motivated by both fundamental interest and application potential.

1.1 Superconductivity

At zero temperature, all multi-electron systems are in the ground state with the lowest total energy. Normal metals are reliably described by Landau’s Fermi liquid theory, which is an effective single particle theory. In momentum space, spin 1/2 electrons (fermions) are filled in up to the Fermi surface with the maximum energy, the Fermi energy $E_F$, by following the Pauli exclusion principle. As the tempera-
ture increases, quasiparticles are excited and scattered to realize thermal equilibrium. Since the system is Fermi degenerate, only electrons in the immediate vicinity of the Fermi surface can be continuously excited. These excited electrons contribute to the thermal energy exchange, and the scattering process which is the source of the electrical resistance under external electromagnetic fields.

Unlike normal metals, superconductors lose their electric resistivity due to disappearance of electronic scattering. Zero electrical resistance was first discovered by H. Kamerlingh Onnes in 1911 [1]. In addition, superconductors exhibit perfect diamagnetization (the Meissner state [2]). These two characteristic electromagnetic properties together determine a superconducting phase below a critical temperature, $T_c$. The superconducting phase is stabilized by the energy reduction of condensed ‘superconducting electrons’. By introducing superconducting electrons that do not scatter in response to the electromagnetic field, F. and H. London [3] interpreted the two characteristic properties of superconductors within the framework of Maxwell’s equations. The number density of superconducting electrons, $n_s$, decreases continuously to zero as the temperature approaches $T_c^-$, corresponding to a second-order phase transition. Ginzburg and Landau [4] thus introduced an order parameter, $\psi(r) = |\psi(r)|e^{i\phi(r)}$, with $n_s \propto |\psi(r)|^2$. They extended the London theory by including the spatial variation of $n_s(r)$ in the Ginzburg-Landau equations. The crossover between normal and superconducting states can be studied within their theoretical framework. Now we know that this order parameter, $\psi(r)$, can be treated as the wave function of the macroscopic quantum state in superconductors.

Within these two phenomenological theories, two characteristic lengths, the pen-
etration depth $\lambda_L$, and the coherence length $\xi_{GL}$, are introduced. In superconductors under a magnetic field, a circulating supercurrent within a thin surface layer generates a magnetic field that cancels the external field in the bulk. This is defined as the Meissner state. The penetration depth $\lambda_L$, the distance to which the external field penetrates into the bulk, is equal to the thickness of the surface layer where the supercurrent exists. The coherence length $\xi_{GL}$ is the length scale over which the superconducting density $n_s$ can change.

The earlier phenomenological theories did not address the microscopic mechanism of superconductivity. This task was resolved by Bardeen, Cooper, and Schriefer (BCS) in 1957 based on a Cooper pairing mechanism [5]. The basic idea of the Cooper pairing picture is that in the vicinity of the Fermi energy, one electron pairs with its time-reversed partner and the Fermi surface is unstable to phonon-assisted pairing between electrons. For a translation-invariant system, such a pair is composed of two electrons with opposite momentums and spins, $\{k \uparrow, -k \downarrow\}$, due to the anti-symmetric nature of the pairing electrons. The Cooper pair is thus equivalent to a spin singlet with a zero total momentum. In addition to the ‘pairing correlation’ within the single Cooper pair, the Pauli principle restrictions induce the correlation between various Cooper pairs. These two effects together lower the total energy in the superconducting state. As a result, there is an energy gap, $\Delta$, in the elementary excitation spectrum of superconductors, and the quasiparticle of excitation is an electron from the break-up of a Cooper pair. The energy gap is proportional to the amplitude of the superconducting order parameter, i.e., $\Delta \propto \sqrt{n_s}$. The density of superconducting electrons, $n_s$, represents the number of Cooper pairs. The gap in
superconductors arises from the collective behavior of the correlated Cooper pairs, unlike the band gap of semiconductors. As the temperatures increase from zero, the thermal fluctuations of electrons can break the Cooper pairs, which decrease the condensation energy and the gap size. Both $n_s$ and $\Delta$ eventually become zero at $T_c$. The maximum gap size, $\Delta(T = 0 \text{ K})$, and the critical temperature $T_c$ are material dependent. Within the BCS theory, $T_c$ is given by

$$T_c = 1.13 \frac{\hbar \omega_c}{k_B} \exp \left[ -\frac{1}{N_n(E_F)V} \right],$$

where $\omega_c$ can be approximated by the Debye frequency in phonon-coupled superconductors, $N_n(E_F)$ is the density of states at the Fermi level, and $V$ is the strength of the electron-phonon interaction. Equation (1.1) works in the weak coupling regime, where $N_n(E_F)V \lesssim 1/4$ [6]. In this limit, the reduced gap, $2\Delta(0)/k_B T_c$, is equal to a constant, 3.52. The strong coupling case was extended by Eliashberg to include the retardation effects in pairing interactions [7]. The critical temperature is related to the atomic mass through the Debye frequency, $T_c \propto \omega_c \propto (\sqrt{M})^{-1}$. The isotope effect, the comparison of the dependence of $T_c$ on isotopic substitution, verified the electron-phonon coupling mechanism for traditional superconductors [8, 9]. Equation (1.1) provides a strategy of improving $T_c$ by adjusting the three parameters, $\omega_c$, $N_n(E_F)$, and $V$. For example, the intermetallic superconductor LuNi$_2$B$_2$C was discovered with a nearly optimized electron-phonon coupling, close to a structure phase transition [10]. Some specific properties of superconductors, such as the influence of impurities on $T_c$, can be interpreted based on Eq. (1.1). If a material has non-magnetic impurities, the change of $T_c$ is analyzed depending on whether $N_n(E_F)$ varies due to the valence effect, or $V$ is affected by the induced mechanical strain field [11]. Magnetic impurities
dramatically decrease the critical temperature of traditional superconductors [12, 13]. The interaction between the impurity and the electron spin competes with the pair correlation, resulting in the break-up of Cooper pairs and a decrease of $n_s$.

In response to an external magnetic field $H$, superconductors exhibit perfect diamagnetization. The kinetic energy arising from the shielding supercurrent increases the free energy by $H^2/8\pi$. This excess free energy becomes equal to the condensation energy when $H$ is increased to a critical value $H_c(T)$ at a fixed temperature $T$ (see Fig. 1.1a). All Cooper pairs are broken, and the superconducting state transfers to the normal state via a first order transition. Superconductors can also carry an externally-applied current, which is persistent similar to the shielding current. With a translational drift momentum $q$, the Cooper pair is changed to $\{k+q/2, -k+q/2\}$. The stiffness of the superconducting quantum phase makes the current-carrying state topologically stable, and the energy is difficult to dissipate [14]. Similar to the critical field $H_c$, a critical current $J_c$ exists, at which the magnetic field induced by the applied current is equal to $H_c$.

Experimentalists observed that, for one class of superconductors, the external magnetic field is completely expelled as we have discussed. Most pure metals are these so-called Type-I superconductors. However, for another class of superconductors, the magnetic field can partially penetrate the bulk between a ‘lower critical field’ $H_{c1}$ and an ‘upper critical field’ $H_{c2}$, above which the superconductivity completely vanishes (see Fig. 1.1b). This class is defined as Type-II superconductors, usually made of metal alloys or complex oxide ceramics. Type-I and Type-II superconductors are distinguished by $\lambda_L \lesssim \xi_{GL}$ and $\lambda_L \gtrsim \xi_{GL}$ (see Fig. 1.1c), respectively. This criterion is
Figure 1.1: The comparison between Type-I and Type-II superconductors. (a) The $H$-$T$ phase diagram of Type-I superconductors. Below the critical field $H_c(T)$, the superconducting state is in the Meissner state with perfect diamagnetization. (b) The $H$-$T$ phase diagram of Type-II superconductors. Between $H_{c1}(T)$ and $H_{c2}(T)$, the field partially penetrates through the sample as quantized vortices, resulting in a mixed state. In traditional superconductors, $H_{c1}(T)$ and $H_{c2}(T)$ merge to a single critical point, $T_c$, at zero field. (c) Schematic diagram of the London penetration depth $\lambda_L$ and the coherence length $\xi_{GL}$ for Type-I and Type-II superconductors. The total field $B$ penetrates into the sample and gradually decreases from the external field $H$ to zero within a length scale of $\lambda_L$. The superconducting order parameter $\psi$ changes from the bulk value $\psi_\infty$ to zero over a length scale of $\xi_{GL}$. Type-I and Type-II superconductors have $\lambda_L \lesssim \xi_{GL}$ and $\lambda_L \gtrsim \xi_{GL}$, respectively. (d) Vortex structure for a Type-II superconductor. Superconductivity is suppressed inside the vortex core with a radius, $\xi_{GL} \ll \lambda_L$.

given by the sign of the wall energy within the interface between the normal state and superconducting state. The negative wall energy introduces a new mixed state in the
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$H-T$ phase diagram for Type-II superconductors. In the mixed state, the magnetic field penetrates through the material as quantized vortices with the smallest flux quanta $h/2e$ (see Fig. 1.1d), to produce the maximum wall energy gain. The $2e$ in the flux quanta arises from the pairing electrons. Although the pairing mechanism is unclear for some superconductors, the Cooper pairing picture is still valid, which can be demonstrated by measurement of the $h/2e$ flux quanta.

1.2 High-$T_c$ Superconductors

To date, thousands of superconductors have been discovered. It is always necessary to look at the Periodic Table from time to time, because most of the natural elements have a role in the superconductor families of elements, alloys, or more complicated ceramic compounds.

The critical temperature, $T_c$, is one of the most interesting parameters for superconductors from an application standpoint. Therefore, the discovery of a copper-based superconductor, LaBaCuO, with $T_c > 30$ K, kindled excitement in the community [15]. Afterwards, many similar copper-oxide superconductors with higher $T_c$ were synthesized, and the current record is 164 K in the mercury-based copper oxide under high pressure [16]. Because these high-$T_c$ superconductors all have CuO$_2$ planes in common, they have been named the cuprate family.

The BCS theory is applicable to all the ‘conventional’ superconductors with phonon-coupled Cooper pairs. The mechanism of other ‘unconventional’ superconductors (e.g. the cuprates) is still under investigation. Phenomenologically, the ‘unconventionality’ may also be embodied in the symmetry nature of the pairing electrons. For
conventional superconductors, the Cooper pair is a spin singlet state \((S = 0)\) with a zero total angular momentum \((L = 0)\). The symmetries of the spin \(S\) and angular momentum \(L\) are not necessarily the same in unconventional superconductors. For an unconventional spin singlet pair, \(L/h\) is possibly an even number, e.g., \(L = 2h\) \((d\text{-}wave)\) if the \(L = 0\) state with the lowest energy is disabled. To detect such an anisotropic gap in the momentum space, angle-resolved photoemission spectroscopy (ARPES) has been a crucial technique. Based on the photoelectric effect, ARPES can measure the energy and momentum of the emitted electrons from the sample and determine the electronic structure around the Fermi surface. A \(d_{x^2-y^2}\) gap has been experimentally proven for the cuprates by ARPES [17, 18] and further phase sensitive techniques [19, 20]. Physically, a \(d_{x^2-y^2}\) gap means that electrons traveling different directions experience different potentials. The spin singlet state is not the only choice for the two-electron pair; the spin triplet state \((S = 1h)\) is possible with an odd angular momentum, e.g., \(L = h\) \((p\text{-}wave)\), which is observed in a peculiar ruthenate oxide, \(\text{Sr}_2\text{RuO}_4\) [21].

There are three prototype cuprates, \(\text{La}_{2-x}\text{Sr}_x\text{CuO}_4\) (LSCO, L-214), \(\text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+\delta}\) (BSCCO, Bi-2212) [22], and \(\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}\) (YBCO, Y-123) [23]. The abbreviation names in parentheses for the different compounds are based on the initial letters or the stoichiometry of the elements. The crystal structure of the cuprates is a perovskite type, and we use the Bi-2212 as an example in Fig. 1.2a. In the copper oxide plane, the copper ion is surrounded with a square of four oxygen ions, and above each Cu ion there is an ‘apex oxygen’ from the SrO plane. Each Cu constitutes a tetrahedron with neighboring oxygens. There are calcium atoms sandwiched in between two con-
secutive CuO$_2$ planes. Along the c-axis direction, the CuO$_2$ bilayer alternates with the SrO plane and the BiO plane.

![Diagram](image)

Figure 1.2: (a) A unit cell of Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$. The typical room temperature lattice constants are $a = b = 5.4$ Å and $c = 30.7$ Å. The average Cu-Cu distance is 3.8 Å. (b) Schematic diagram of a single CuO$_2$ plane. The black arrow represents the spin direction of Cu ions in the antiferromagnetic state. (c) A generic phase diagram for the cuprates. Above the dome-shaped superconducting regime, there is a pseudogap phase, whose properties will be discussed in Chap. 5.

For the parent cuprates, each Cu ion has one electron occupying the $d_{x^2-y^2}$ orbital state. The $d_{x^2-y^2}$ electrons hybridize with the oxygen $p_x/p_y$ orbital, resulting in a half-filled band based on the normal band theory. For this single band of quasi-2D
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Electronic structure with weak dispersion along the $z$ axis, the expected projection of the Brillouin zone on the $(k_x, k_y)$ plane has the diamond shape shown in Fig. 1.3a. But due to the strong Coulomb interaction between $d$ electrons, a single $d$ electron is localized on each Cu ion. The $\text{Cu}^{2+}$ ion has a $\hbar/2$ spin, hence, a magnetic moment. An effective single-band Mott-Hubbard model describes the parent compound as a Mott insulator [24]. Furthermore, the virtual hopping between the neighboring sites makes the antiparallel alignment of spins energy-favorable, resulting in an antiferromagnetic (AF) order. In the generic phase diagram in Fig. 1.2c, the AF state is gradually suppressed and the superconducting phase appears when the doping value increases. In the dome-shaped superconducting regime, the sample with maximum $T_c$ denotes optimal doped. Correspondingly, on the left and right of the optimal doping point, superconductors are referred to as underdoped and overdoped, respectively. Doping is realized by the elemental substitution or by adjusting the oxygen quantity for different families of cuprates. For BSCCO, oxygen atoms are doped in between two BiO layers by annealing in oxygen gas. Every oxygen ion accepts two electrons, leaving holes as charge carriers transferred to the CuO$_2$ planes.

For superconducting samples, especially for optimal and overdoped samples, ARPES can measure the Fermi surface of the 2D-Brillouin zone in the normal state, a sketch of which is shown in Fig. 1.3b. For this Brillouin zone of hole-doped superconductors, the gray area covers the occupied electron state, which shrinks with increased doping. The $d$-wave gap distribution around the Fermi surface is approximated by a cosine function $\Delta_k = \Delta_0 \cos(2\theta)$, where $\theta$ is the Fermi surface angle. Since the measured gap is zero on the cross point between the $(0, 0)$-($\pi, \pi$) line and the Fermi surface,
(0, 0)-(\(\pi, \pi\)) is referred to as the nodal direction and the cross point is called the nodal point. Correspondingly, \(\Delta_0\) is the maximum gap size on the antinodal point. The ARPES measurement of such a \(d\)-wave superconducting gap from Ding et al. [18] is displayed in Fig. 1.3c.

Figure 1.3: The Fermi surface and the \(d\)-wave gap of cuprate superconductors. (a) The Fermi surface at half filling shows a diamond Brillouin zone on the \((k_x, k_y)\) plane. In reality, the parent compound is a Mott insulator because the electrons are localized by strong Coulomb interactions. (b) Sketch of the Fermi surface for doped cuprates. In both (a) and (b), the wavevectors \(k_x\) and \(k_y\) are shown modulo \(2\pi/a_0\), where \(a_0\) is the lattice constant of the CuO\(_2\) plane. (c) Superconducting gap vs. angle along the Fermi surface for a Bi-2212 sample with \(T_c = 87\) K, together with a \(d\)-wave fit. Along the Fermi surface in the inset, the authors label the momentum points, where the ARPES spectra are taken. The nodal and antinodal points are referred to as the cross point between the \((0, 0)-(\pi, \pi)\) line and the Fermi surface, and the cross point between the \((0, \pi)-(\pi, \pi)\) line and the Fermi surface, respectively. The nodal direction has a 45° Fermi surface angle. From Ding, et al. [18].

Because of the peculiar Mott insulator nature of parent compounds, some theorists
argue that the BCS theory is not a good foundation for high-$T_c$ superconductors. The new models, such as the resonating valence bond (RVB) model and related spin-charge separation picture [25, 26], are proposed based on the competition between Coulomb interaction and delocalization for doped Mott insulators. How the Fermi surface evolves from a Mott insulator state to a Fermi liquid when the doping is increased is a hot topic even today [27, 28, 29, 30, 31, 32]. Phenomenologically, another focus point for the cuprates is the role of fluctuations. The comparison between the condensation energy in the coherence volume $\xi_{ab}^2\xi_c$ and the thermal energy $k_B T$ provides a rough check of the effects of thermal fluctuations. As a Type-II superconductor, the cuprates have small coherence lengths. Both the crystal and electronic structure show that the cuprates are extremely anisotropic compounds, with in-plane $\xi_{ab} \approx 2$ nm and the $c$-axis $\xi_c \approx 0.1$ nm for Bi-2212 [33]. The combination of quasi-2D structure, small coherence length and high critical temperature implies a strong thermal fluctuation effect for the cuprates. As a quantum coherent phase, the phase fluctuations of the superconducting order is also considered [34]. The strong fluctuations may change how the superconducting order is destroyed at $T_c$ from predictions of mean-field BCS theory.

In spite of the controversy surrounding the theoretical treatment on the cuprates, it is generally accepted that magnetic interactions play an important role in the superconducting mechanism. A schematic picture is that the hopping of a single hole leaves a trail of ferromagnetic spins. If a second hole moves along the previous trace, the spins are changed back to the AF state. Intuitively, to save the energy gain of the AF state, two holes are coupled as a pair by dynamic spin fluctuations.
However, neither a quantitative theory nor definitive experimental results regarding the magnetic interaction are available as of today.

Before 2008, the story of high $T_c$ superconductors would end here, disregarding other peculiar superconductors, e.g., the heavy Fermion systems. Recently, a totally new class, the iron-based superconductors (FeSC) has emerged, which will be discussed in the next section.

1.3 Iron-Based Superconductors

One of the most exciting events in condensed matter physics in 2008 was the discovery of superconductivity in iron-arsenic based compounds [35, 36, 37, 38, 39, 40]. After the initial fluorine doped LaFeAsO$_{1-x}$F$_x$ with a superconducting transition temperature of $T_c = 26$ K [35], superconductors with $T_c$ up to 56 K have been obtained by replacing lanthanum with other rare earth elements of smaller ionic radii [37, 38, 39] or by Th doping [41]. Due to their stoichiometry, these compounds are referred to as 1111 type. Subsequently, the so-called 122 type, non-oxide AFe$_2$As$_2$ (A=Ba [42, 43], Sr [44, 45], Ca [46, 47, 48, 49, 50], Eu [51] or (Sr$_4$Sc$_2$O$_6$)Fe$_2$P$_2$) was also found to be superconducting when appropriately doped or pressurized. The 111 type AFeAs (A=alkali metals) [52, 53, 54] and the 11 type iron chalcogenides, prototype Fe$_{1+x}$Se [55, 56], have been subsequently added to the list.

The rapid progress of this new field reminds us of the similar story more than twenty years earlier with the cuprates. Both families of materials become superconducting after chemical doping of antiferromagnetic parent compounds, and both have dome-shaped superconducting phase diagrams. There is new hope that investigation
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Figure 1.4: Crystal structure of the pnictides. (a) Tetragonal LaFeAsO 1111 type with room temperature lattice constants $a = b = 4.03$ Å and $c = 8.73$ Å[35]. (b) Tetragonal BaFe$_2$As$_2$ 122 type with room temperature lattice constants $a = b = 3.96$ Å and $c = 12.39$ Å. The FeAs layer is the effective superconducting layer in both compounds.

of the FeSC as a ‘foil’ for cuprates will eventually lead to a fundamental understanding of high-$T_c$ superconductors. However, significant differences have been found to exist between these two classes of materials after exploring more properties in detail.

The parent compound of the cuprates is a Mott insulator. The neighboring oxygen atoms in the CuO$_2$ plane lead to a long Cu-Cu distance. Therefore, the $d$ electrons are more localized with a strong Coulomb interaction. For the iron-based materials, the basic structure feature of the FeAs is a face sharing tetrahedra (Fig. 1.4). The Fe-Fe bonding plays a dominant role in the band formation and magnetic interac-
tions [57], albeit a modest Fe-As hybridization. Correspondingly, all five Fe \( d \) orbitals contribute to the electronic structures near \( E_F \). The electronic structures are reasonably calculated in an itinerant picture, by density functional theory (DFT) or local density approximation (LDA) [58]. The Fermi surface (FS) consists of two hole-like pockets around the center point (\( \Gamma \)) of the Brillouin zone (BZ) and two electron-like pockets around the corner point (\( \pi, \pi \)) of the BZ [57] (see Fig. 1.5a). This FS topology has been observed by different angle resolved photoemission spectroscopy (ARPES) measurements [59, 60, 61, 62]. The metallic state of the FeSC parent compound is confirmed by quantum oscillation experiments [63, 64] and measurements of metallic band dispersion [59, 65]. In this itinerant picture, the AF state of the parent compounds has a different origin. The multi-band FS shows that cylindrical hole and electron sections meet a nesting condition. The spin density wave (SDW) instability with a commensurate translation momentum (\( \pi, \pi \)) induces a collinear spin pattern of the AF SDW order, which has been experimentally proven [66].

The stark difference between parent compounds suggests that the doped Mott insulator model is not a good starting point for the FeSC. The role of spin fluctuations is still paramount because of the proximity of the superconducting state to the AF SDW order. The spin fluctuations work as the same driving force to induce the SDW and superconductivity as the Fermi surface instability. Doping changes the relative size of the hole and electron FS sections, and weakens the nesting conditions for the SDW order. As the SDW order is suppressed, superconductivity is induced by spin fluctuations. For the superconducting order, the strong interaction also occurs at (\( \pi, \pi \)) and favors opposite sign order parameters between the center FS and the corner
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Figure 1.5: The Fermi surface of the FeSC and the superconducting gap measurement. (a) A sketch of the Fermi surface, showing two concentric hole pockets around Γ and two electron pockets around $M (\pi, \pi)$. (b) The amplitude of the $s_\pm$ superconducting gaps measured in ARPES. Around both hole FS and electron FS, the superconducting gaps have isotropic distributions. From Ding, et al. [62].

FS. This superconducting order parameter is the $s_\pm$ state proposed by Mazin [67]. In the $s_\pm$ state, isotropic $s$-wave gaps open around both hole FS and electron FS, which has also been confirmed by the ARPES measurements [60, 62] (see Fig. 1.5b). For the phase detection, the IBM group used a superconducting loop consisting of niobium and a polycrystalline NdFeAsO$_{0.88}$F$_{0.12}$ to detect half and single flux-quantum jumps. Their results prove that the pairing in NdFeAsO$_{0.88}$F$_{0.12}$ is a spin-singlet with even-parity, and there is a sign change in the superconducting order parameter [68].

The goal of this thesis is to use scanning tunneling microscopy (STM) to study the superconducting order parameters in both materials. Our results, together with other emerging discoveries in the field, may help to unravel the fundamental physics
of both of these families in the near future.
Chapter 2

The Principles of STM and STS

There is a hierarchy in the principles governing our physical world. In our everyday life with a macroscopic scale, Newtonian mechanics dominates. When entering the microscopic world, quantum mechanics starts to be crucial. That an electron tunnels through an energy barrier larger than its kinetic energy is a quantum phenomenon forbidden in Newtonian mechanics. The STM is a surface measuring technique based on quantum tunneling. In this chapter we will start from the theoretical frame of general electron tunnelings, delve into the working principles of STM/STS, and discuss the standard data acquisition method in our experiments.

2.1 Theory of Electron Tunneling

For a single electron tunneling from one electrode through a potential barrier to another electrode, quantum mechanics determines that the transmission probability of the electron decreases exponentially with the thickness of the barrier, $d$. The
potential energy (within the range of several electron volts) of a vacuum or insulator barrier is related to the work functions of both metallic electrodes. With a nanometer scale $d$ and a small bias voltage $V$ between two electrodes (see Fig. 2.1), a nonzero net current runs through the barrier,

$$I \propto e^{-2\kappa d}; \quad \kappa = \sqrt{2m(\phi - \varepsilon_k)/\hbar} \approx \sqrt{2m\phi/\hbar},$$

(2.1)

where $\phi$ is the average work function of both electrodes ($\phi = \frac{1}{2}(\phi_t + \phi_s)$), $\varepsilon_k$ is the kinetic energy of the electron, and $m$ is the mass of the electron.

For practical electron tunneling, Bardeen developed a many particle point of view [69], based on time-dependent perturbation theory and Fermi’s golden rule. The tunneling current is expressed as

$$I = -\frac{4\pi e}{\hbar} \int_{-eV}^{0} |M|^2 \rho_t(\varepsilon)\rho_s(\varepsilon + eV) (f(\varepsilon) - f(\varepsilon + eV)) d\varepsilon,$$

(2.2)
where $\rho_t$ and $\rho_s$ refer to the density of states (DOS) of two electrodes, e.g. the tip and sample in the STM, and $M$ is the tunneling matrix. The Fermi distribution of the electron energy away from the Fermi energy ($\varepsilon = E - E_F$) is given by

$$f(\varepsilon) = \frac{1}{1 + e^{\varepsilon/k_B T}}.$$  \hspace{1cm} (2.3)

For general tunneling phenomena, two electrodes are taken as independent systems. The tunneling process is properly approximated by equilibrium theory, since the time scale between consecutive tunneling events is much longer than the relaxation time of the quasiparticle [70]. Within this approximation, the tunneling matrix $M$ is the expectation value of the single-particle transition probability across the barrier, and can be approximated as the exponential function in Eq. (2.1). If the $t$ electrode is chosen with a flat DOS near the Fermi energy, both $\rho_t(\varepsilon)$ and $|M|^2$ are constants, and the tunneling current simplifies to

$$I = -\frac{4\pi e}{\hbar} e^{-2\kappa d} \rho_t(0) \int_{-eV}^{0} \rho_s(\varepsilon + eV) (f(\varepsilon) - f(\varepsilon + eV)) d\varepsilon.$$ \hspace{1cm} (2.4)

At low temperatures, the Fermi function has a sharp cutoff at the Fermi energy. Equation (2.4) provides an energy window where electrons can elastically tunnel from the occupied state of one electrode to the empty state of the other one. The tunneling current is proportional to the integral of the DOS of the sample.

At a constant $d$, the bias voltage dependence of the tunneling current provides spectral information of the sample electrode. By taking the derivative of $I$ with respect to $V$, the $dI/dV$ conductance is written as a function of the bias voltage:

$$\frac{dI}{dV}(V) = \frac{4\pi e^2}{\hbar} e^{-2\kappa d} \rho_t(0) \int_{-eV}^{0} \rho_s(\varepsilon + eV) \frac{\partial f}{\partial \varepsilon}|_{\varepsilon=0} d\varepsilon,$$ \hspace{1cm} (2.5)
where \( \frac{\partial f}{\partial \varepsilon} |_{\varepsilon=0} \) is a bell-shaped function with half-width \( k_B T \) centered on the Fermi energy. At zero temperature, \( \frac{\partial f}{\partial \varepsilon} \) is a Dirac \( \delta \)-function and the \( dI/dV \) spectrum leads directly to the DOS of the sample. At low temperatures, the DOS is slightly smeared by the temperature broadening. Overall, the tunneling current and \( dI/dV \) spectrum provide a tool to measure the electronic structure of the sample around the Fermi level.

Giaever pioneered the use of electron tunneling to detect the energy gap of a superconductor [71]. When he brought this idea to his colleagues, everyone told him that the superconducting gap is a many-body effect and cannot be measured by a single particle spectrum [72]. The experimental success of the superconducting gap measurement leads to the so-called semiconductor model [73], in which the superconductor is represented by the density of independent quasiparticles,

\[
N_s = N_0 \frac{|\varepsilon|}{\sqrt{\varepsilon^2 - \Delta^2}}.
\]

(2.6)

where \( N_0 \) is the normal state DOS, \( \varepsilon \) is the energy away from the Fermi energy and \( \Delta \) is the superconductor gap size. An energy diagram of the superconductor/insulator/normal metal (SIN) planar junction and the corresponding DOS of the superconductor are shown in Fig. 2.2. The traditional superconductor with a s-wave gap is assumed in both Eq. (2.6) and Fig. 2.2.

In the planar tunnel junction configuration, two thin metal films are fabricated as electrodes and a thin oxide layer is the insulator barrier. Giaever chose the planar junction to avoid the vibration problems of a vacuum tunneling barrier [72]. After 21 years, vacuum tunneling was realized in a new instrument, the scanning tunneling microscope, which will be discussed in the next section.
2.2 Data Acquisition in STM

In a SIN planar junction, the measured $dI/dV$ spectrum is the spatially averaged DOS for the underlying superconductor. In the early 1970’s, a device called a topografiner \cite{74}, which employs field emission from a scanning tip to a conducting sample as a surface sensing technique, was developed. In 1981, Binnig and Rohrer \cite{75} combined electron tunneling with the topografiner, and invented the scanning tunneling microscope. In STM, there is a sharp metallic tip, which is scanned across an electrically conducting sample surface at a very small separation, typically a few angstroms. Both the tip-sample separation and the lateral position can be varied with a sub-Å precision by means of a piezoelectric scanner (see Fig. 2.3). When a negative
bias voltage is applied to the sample, electrons in occupied states of the sample will
tunnel through the vacuum barrier to the empty states of the tip, resulting in a mea-
surable tunneling current. A positive bias voltage applied to the sample will likewise
cause electrons to tunnel from tip to sample. The tunneling current in Eq. (2.4) is
generalized to the STM application by replacing $\rho_s(\varepsilon - eV)$ with $\rho_s(r, \varepsilon - eV)$, where
$r$ is the spatial coordinate of the sample position below the tip. As for Eq. (2.5), the
d$I$/d$V$ spectrum is proportional to the local DOS (LDOS) of the sample in the STM.
The STM tips are usually made of platinum (Pt), platinum-iridium (PtIr) alloys, and
tungsten (W), which all have a featureless DOS near the Fermi energy $E_F$.

The tunneling matrix $M$ is more complicated in the STM than that in the planar
tunnel junction [76, 77]. The main distinction is the weighting of different parts
of the Fermi surface on the d$I$/d$V$ spectrum. In Eq. (2.1), the effect of $\varepsilon_k$ is that
the current is dominated by the tunneling electrons with the largest $k_z$ (normal to
the junction surface), and the terms with smaller $k_z$ are exponentially suppressed. A
small part of the Fermi surface with the largest $k_z$ contributes to the measured d$I$/d$V$
spectrum. In STM, the small size tip provides a lateral confinement of the tunneling
electrons. By virtue of the Heisenberg uncertainty principle, all the states around
the Fermi surface with different lateral momenta are weighted. As a result, z-axis
STM tunneling can measure two-dimensional materials with electronic states in the
$xy$-plane. For cuprate superconductors, there is a $d$-wave gap distribution around the
Fermi surface in the $(k_x, k_y)$ plane, with a cosine function as shown in Fig. 1.3. For
cuprate superconductors, $N_s$ is ideally expressed as,

$$N_s(\theta) = N_0 \text{ Re} \left[ \frac{\varepsilon - i\Gamma}{\sqrt{(\varepsilon - i\Gamma)^2 - (\Delta_0 \cos(2\theta))^2}} \right], \quad (2.7)$$
Figure 2.3: A schematic picture of STM. A voltage $V$ is applied between the conducting sample surface and a sharp metallic tip, leading to a measurable tunneling current $I$ with exponential dependence on the tip-sample distance. If this current is kept constant by a feedback loop while the STM tip is scanned over the surface, the surface topography and/or variation in the local DOS can be revealed. The feedback loop works by comparing the real-time current $I$ with the setpoint $I_s$, and correspondingly driving the piezo tube along $z$-axis to keep $I = I_s$.

where $\Delta_0$ is the maximum gap around the anti-nodal region in the momentum space and $\Gamma$ is the scattering broadening parameter. The STS spectrum is an average of $N_s(\theta)$ given by $dI/dV \propto \int N_s(\theta) d\theta$. An energy diagram for STM tunneling from a normal metal tip to a $d$-wave superconductor is shown in Fig. 2.4. In contrast to Fig. 2.2, electrons can tunnel starting from zero energy. The $d$-wave feature in the momentum space becomes a V-shape spectrum close to the Fermi energy and the position of the sharp coherence peaks is the maximum gap size $\Delta_0$.

The operating modes of the STM and the data-acquisition methods in our experi-
Figure 2.4: STM tunneling from a normal metal tip to a $d$-wave superconductor. (a) Density of states vs. energy. The bias voltage is $eV$. (b) $N_s$ for a $d$-wave superconductor, based on Eq. (2.7). The superconducting maximum gap $\Delta_0$ is 1 meV. The blue and red curves are spectra with $\Gamma$ of 0.02 meV and 0.1 meV, respectively. Strong scattering suppresses the coherence peaks to smooth ones.

ments will be discussed in the following paragraphs. Since STM is a surface sensitive technique, the surface quality of a material limits its applicability. We will give examples using a prototype cuprate, BSCCO, with an atomically flat cleaved surface. Bi$_2$Sr$_2$Ca$_{n-1}$Cu$_n$O$_{2n+4+\delta}$ can have a variable number of CuO$_2$ planes in the unit cell, e.g., the bilayer Bi-2212 ($n = 2$) and single layer Bi-2201 ($n = 1$). BSCCO has two BiO mirror planes, weakly bonded by the van der Waals force (see Fig 2.5). By cleaving single crystal samples between two BiO planes, the flat and neutral BiO surfaces are exposed. The top two planes, BiO and SrO, are insulating. The $dI/dV$ spectrum is believed to be from the next superconducting CuO$_2$ plane, 4.5 Å below the surface. On the other hand, the BiO plane is observed in topographic images, probably due to the diffraction of electrons by the BiO and SrO planes.
Figure 2.5: The crystal structure of two BSCCO samples: Bi-2212 and Bi-2201. The cleaving planes are shown for both structures.

Topographic image

STM is a tool special in its ability to provide real-space images with atomic resolution. The $xy$-plane resolution is mainly limited by the apex geometry of the tip. When the tip approaches the surface, a feedback loop control is activated to keep the tunneling current constant (see Fig. 2.3). While the STM tip is scanned over the
sample surface with a set current, the tip vertical position is adjusted accordingly, and
the tip height $z(x, y)$ is recorded. This technique is referred to as constant-current
topographic mode. Based on Eq. (2.4), the current depends on the tip-sample dis-
tance and the integral of the LDOS. In the case of homogeneous elemental metals,
this integral is a constant. The image of $z(x, y)$ thus records the topography of the
sample surface. If the integral of LDOS varies spatially, the image contains a mixture
of DOS and topographic information. With the appropriate tunneling parameters,
however, the topography dominates the image. Two independent parameters deter-
mine the tunneling conditions: the bias voltage $V_s$ applied to the sample, and the
tunneling current setpoint $I_s$. The tip-sample distance and the junction resistance
($R_t = V_s/I_s$) are specified by these two parameters. In practice, we often start with a
bias voltage $V_s = -100$ mV and a set current $I_s = 100$ pA to define an $R_t$ within the
GΩ range. The absolute value, $|V_s| = 100$ mV, is much smaller than the usual work
function of metal samples ($\sim 5$ V), making the tunneling approximation applicable.

For all the high-$T_c$ superconductors we have studied, the topographic images have no
dependence on bias polarity within our bias voltage range. The negative bias voltage
is chosen to emphasize that the integration of LDOS is over the occupied states of
the sample. The bias value, $V_s = -100$ mV, is also far from the energy scale of the
superconducting gap ($\sim \pm 40$ meV).

Two topographic images of Bi-2212 and Bi-2201 are shown in Fig. 2.6, both
recorded with $V_s = -100$ mV and $I_s = 100$ pA. Figure 2.6a is a 40-nm-square image of
optimally doped Bi$_2$Sr$_2$CaCu$_2$O$_{8+\delta}$ (Bi-2212 with $T_c = 91$ K), and the high-resolution
view of the center 5-nm-square area is displayed in the inset. To obtain a consistent
interpretation, a topographic image has to be compared with information from other techniques, e.g., the crystal structure measured by the x-ray diffraction. Now it is generally accepted that the Bi-2212 image reveals the BiO plane with the distorted Bi square lattice. One distinctive feature is the incommensurate supermodulation along the diagonal direction of the Bi lattice, originating from the structural mismatch of alternating layers [78, 79]. The dark-atom rows along the supermodulation ridges (like $ signs) may arise from missing or suppressed atoms [70]. For comparison purpose, a 20-nm-square image of an overdoped Bi$_{2−y}$Pb$_y$Si$_2$CuO$_6+δ$ (Pb-Bi2201 with $T_c = 18$ K) is shown in Fig. 2.6b. The Pb atoms replace some Bi atoms, displayed as bright spots in the Bi lattice. The incommensurate supermodulation structure is quenched by Pb dopants [80]. For an atomically-resolved topographic image, the pixel numbers are often chosen to be more than four pixels per atom. The scan speed is limited by the bandwidth of the feedback loop.

**Scanning Tunneling Spectroscopy (STS)**

In addition to revealing the geometrical surface structure of a sample, a more important application of STM is to resolve the local electronic structure (LDOS) of the sample as a function of energy away from the Fermi level. As shown in Eq. (2.5), $dI/dV$ is a good measure of the sample LDOS under ideal conditions, which is the foundation of STS. To map the LDOS, a grid of point spectra are taken. Before each point spectrum measurement, the tip-sample distance $d$ is fixed with the feedback loop on (the set bias voltage $V_s$ and the set current $I_s$). After turning off the feedback, we change the bias voltage $V$ from $V_s$ to $V_{\text{start}}$, sweep it through a set of discrete
Figure 2.6: STM topographic images of the BSCCO superconductors. (a) 40 × 40 nm² area (400 × 400 pixels) of optimally doped Bi-2212 ($T_c = 91$ K). The bright spots, corresponding to Bi atoms, form a distorted square lattice. The inset is an enlarged view of a 5 × 5 nm² area (128 × 128 pixels). The average Bi-Bi distance is $\sim 3.83 \text{ Å}$ and the supermodulation has a period $\sim 26 \text{ Å}$ along the diagonal direction of the Bi lattice. (b) 20 × 20 nm² area (256 × 256 pixels) of an overdoped Pb-Bi2201 ($T_c = 18$ K). The bright atoms are doped Pb atoms on the Bi sites. Both images are recorded with $V_s = -100$ meV and $I_s = 100$ pA at $T = 6$ K.

values in the range of $[V_{\text{start}}, V_{\text{stop}}]$ with a constant step size $\Delta V$, and record the current $I$ while maintaining a constant $d$. To avoid a tip-sample collision during the measurement process, the time parameters are carefully set up and the sweep bias range is often chosen with $|V_{\text{start}}|, |V_{\text{stop}}| \leq |V_s|$. The $dI/dV$ spectrum is then obtained by numerically differentiating $I(V)$. To reduce noise, a lock-in technique is used: a small AC modulation ($V_{\text{AC}} \ll V$) is summed with the bias voltage and the tunneling current is demodulated to yield $dI/dV$. The higher the frequency of $V_{\text{AC}}$, the quicker the measurement we can make. The upper frequency limit of $V_{\text{AC}}$ is determined by
the bandwidth of the current amplifier. In our STM setup, the frequency of $V_{AC}$ is optimally set to be 1.1 kHz. This frequency also avoids the 60 Hz harmonics and the frequency domain of mechanical noises. The energy resolution of the spectrum is decided by a combination of several parameters: the bias voltage separation $\Delta V$, the amplitude of $V_{AC}$, and the integration time at each bias voltage. The amplitude of $V_{AC}$ is set to be comparable with $\Delta V$; as both are small, a high energy resolution is resolved. Considering the thermal broadening at 4.2 K, $\Delta E \approx 4k_B T = 1.4$ meV, we measure the $dI/dV$ spectrum with a $1 - 3$ mV RMS modulation for $V_{AC}$.

A reliable point spectrum is confirmed by reproducibility and $d$-independent shape. For high-$T_c$ superconductors, the coherence length is short ($\xi \sim 10 - 20 \text{ Å}$), and a slight contamination of the junction may destroy the superconducting features in the spectrum. A sample spectrum for optimally doped Bi-2212 ($T_c = 91$ K) is shown in Fig. 2.7. The horizontal axis is the bias voltage applied to the sample (in mV), which can be straightforwardly extended to the electron energy (in meV). Bi-2212 is a $d$-wave superconductor, and this spectrum has a V-shaped gap comparable to the ideal spectrum in Fig 2.4. The two coherence peaks define a gap centered on the Fermi energy ($V = 0$). Referring to the maximum gap size in the $d$-wave picture (see Chap. 1), this gap is equal to 39 meV. Although this value from the half distance between two coherence peaks is often larger than that from fitting the whole $dI/dV$ spectrum, it is a good scale for comparing results from different groups. However, the reason for the asymmetric peak shapes and the energy-dependent conductance background are still open questions [70].

The signal-to-noise (S/N) ratio is another important property of the $dI/dV$ spec-
Figure 2.7: A typical $dI/dV$ spectrum for optimally doped Bi-2212 ($T_c = 91$ K) in the range of $[-98 \text{ mV}, 98 \text{ mV}]$ with an energy resolution of 3.5 mV. The superconducting gap size $\Delta$ is 39 meV, determined by half the distance between the two coherence peaks. The spectrum is taken with $V_s = -100$ meV and $I_s = 100$ pA at $T = 6$ K. The lock-in amplifier is applied with a $V_{\text{AC}}$ of 3.5 mV zero-to-peak amplitude and 1.1 kHz frequency.

The S/N ratio can be improved by increasing the integration time at each bias voltage or averaging the spectra multiple times. To test the balance between a reasonable measurement time and a good S/N ratio, we compared a series of spectra, measured at the same spatial location, for one Pb-Bi2201 sample ($T_c = 15$ K), as shown in Fig. 2.8a. By recording a ‘zero noise’ reference spectrum (averaged 100 times), all non-averaged spectra with different integration times are divided by the reference spectrum. For each integration time, the standard deviation of the normalized spectrum is defined as its noise level. The result is displayed in Fig. 2.8b, from which we choose the integration time range of $10 - 20$ ms for our $dI/dV$ spectra.
Figure 2.8: The analysis of the noise level as a function of the integration time for measured spectra. (a) A set of spectra measured at the same spatial location, for a Pb-Bi2201 sample ($T_c = 15$ K). Spectra are offset 0.2 nS for clarity, and the data are taken with $V_s = 100$ mV and $I_s = 100$ pA in the range of $[-40 \text{ mV}, 40 \text{ mV}]$. The energy resolution is 1.5 mV and $V_{AC}$ has a 2 mV zero-to-peak amplitude and 1.1 kHz frequency. The integration time for each line is shown inside the figure. (b) The integration time dependence of the noise level, which is defined as the standard deviation (SD) value of the division between each spectrum and the reference spectrum.

STS DOS Map and the Fast Conductance Scanning Method

If the $dI/dV$ spectra are recorded on a dense array of locations in real space, the spatial variation of the LDOS can be extracted. As a result, a STS DOS map is the conductance as a function of three variables: the spatial point $(x, y)$ and the bias voltage $V$. During experiments, a matrix of $(x, y)$ points is first defined. The tip is scanned across the matrix line by line, with the feedback on to maintain a constant tip-sample distance. At each spatial point, the tip is stopped, the feedback is turned off, and the $dI/dV$ spectrum is then recorded. In practice, a topographic image can
be taken together with a STS DOS map.

The DOS map is a powerful technique for studying spatial dependence of electronic structure, including intrinsic inhomogeneity of the sample, and inhomogeneity induced by impurities or an external magnetic field. For example, the DOS map can be used to measure local gap variations and to take the vortex images under a magnetic field, as shown in later chapters of this dissertation. The gap size, $\Delta$, is estimated by half the distance between coherence peaks. A 'gap map' can be obtained by plotting $\Delta$ for each spatial point. The average gap size $\bar{\Delta}$ is used to calculate the reduced gap $\frac{2\bar{\Delta}}{k_B T_c}$, which roughly represents the coupling strength of a superconductor. Vortex imaging relies on the difference of the DOS between the normal state inside vortex cores and the superconducting state outside. Since coherence peaks are significantly suppressed inside vortex cores, the conductance at this energy can be mapped to a vortex image [81]. The conductance map at the vortex core state energy has also been used to extract the vortex image [82].

The measurement time of the DOS map depends linearly on the total number of data points in the three-dimensional space ($x$, $y$, $V$). The more pixels along $x$ and $y$ directions, the higher the spatial resolution; the smaller the voltage step size, the higher the energy resolution. For a standard $256 \times 256$ pixel DOS map with $\Delta V \sim 2$ mV in the $\pm 100$ mV range, at least 24 hours are needed for the measurement. Sometimes, not all the information in the DOS map is necessary. For example, we may be only interested in one constant-energy slice of the DOS map. This conductance map can also be obtained by the so-called ‘fast conductance scanning’ method. Unlike the standard DOS mapping process, the feedback loop is always on. The bias voltage
is set at a specific value, e.g., the coherence peak position. To record the conductance, $V_{AC}$ is summed with the bias with a frequency above the bandwidth of the feedback loop, and a lock-in amplifier is used to extract the conductance signal. When scanning the map area, we simultaneously record the conductance, resulting in the DOS map slice at the set bias voltage. The scan speed can be set to allow the time scale per pixel to be larger than a typical integration time in a spectral measurement. Notice that a conductance map at zero bias cannot be obtained by this fast scanning method.

To compare the standard DOS mapping and fast conductance scanning method, the data taken around an impurity in the optimally doped Bi-2212 sample ($T_c = 91$ K) are shown in Fig. 2.9 as an example. A non-magnetic impurity, such as Zn, substituting for a Cu atom in the CuO$_2$ plane of BSCCO suppresses superconductivity in the region nearby, and induces strong resonance peaks close to the Fermi energy in the $dI/dV$ spectra. In the DOS map, a structured pattern is observed [83]. For our sample without intentionally doped Zn, we also observed a similar impurity, which can be possibly attributed to a Cu vacancy or an unknown non-magnetic impurity on a Cu site. In a 4-nm-square area around such an impurity, the DOS map (128×128 pixels) is recorded with $V_s = -100$ mV, $I_s = 100$ pA and the spectrum range $[-60 \text{ mV}, 60 \text{ mV}]$. The zero bias map slice is shown in Fig. 2.9a. By comparing it with the topographic image at the same area, we find the brightest spot at the impurity site and other observable spots at its nearby sites. Figure 2.9b demonstrates three $dI/dV$ spectra from spatial points far away from the impurity (black), on the impurity site (red), and on the next nearest neighbor of the impurity site (blue), respectively. The red and blue lines have zero bias peaks, whereas this feature is absent in the black superconducting
Figure 2.9: The comparison of the DOS mapping and the fast conductance scanning method using the data of an impurity in the Bi-2212 sample ($T_c = 91$ K). (a) A 4 nm×4 nm zero bias slice of the DOS map taken around one impurity with $V_s = -100$ mV and $I_s = 100$ pA. By comparing it with the topographic image, we find the correspondence between the bright spot and relative atomic sites around the impurity. (b) Three $dI/dV$ spectra taken in the $[-60 \text{ mV}, 60 \text{ mV}]$ range. The black one is a superconducting spectrum at a spatial point far away from the impurity site. The red one is a spectrum at the impurity site, showing a strong resonance peak with energy close to the Fermi energy. The blue spectrum is taken at the next nearest site of the impurity, with a relative weaker resonance peak compared with the black spectrum. The contrast spectra lead to the DOS map with the complex structure. For the same spatial area, (c) and (d) are the topographic image and the simultaneous conductance map taken using the fast conductance scanning method with $V_s = -10$ mV and $I_s = 100$ pA. (d) has the same pattern as the structure in (a).
spectrum. Therefore, we can find the structured pattern around the impurity in the zero bias DOS map slice. For the same spatial area, we used the fast conductance scanning method to obtain the topographic image (Fig. 2.9)c and the simultaneous conductance map at $V_s = -10$ mV and $I_s = 100$ pA. This topographic image is consistent with that taken in the standard DOS mapping method (not shown here). At the same time, the $-10$ mV fast conductance map has the same structure as shown in Fig. 2.9a., with an even better S/N ratio. Since we choose a small bias voltage close to the resonance peak energy, the impurity structure is also reflected in the topographic image. From this comparison, we show that the fast conductance scanning is a reliable method to obtain the spatial dependence of an electronic feature with less time consumption if the appropriate bias voltage value is selected.

### 2.3 Summary

Electron tunneling through a classically forbidden energy barrier proves the validity of quantum mechanics in the microscopic world. Based on this quantum phenomenon, the scanning tunneling microscope was developed. STM can both test general quantum phenomena and probe the electronic properties of different materials. In this chapter, three operation modes of the STM/STS are discussed together with some example data from BSCCO superconductors. With high spatial and energy resolution, the STM has been well applied with great success to the investigation of high-$T_c$ superconductors. For the cuprates, many important results have been addressed including pairing symmetry, gap inhomogeneity, dopant placement, and vortex pinning [70]. From a practical standpoint, STM is also ideally suited to
study new layered superconducting materials which may be initially available only in small single crystals. Compared to other spatially averaged techniques, the STM working in real space can uniquely explore the local electronic structures, e.g., the vortices and effects of impurities. In practice, the results of STM are always combined with complementary measurements, e.g., ARPES data to provide a complete picture. However, the delicate requirements for electronic tunneling and the high sub-Å precision make the STM construction complicated. In the next chapter, we will discuss the design and construction of our low temperature STM.
Chapter 3

Design and Construction of a Low Temperature STM

In the previous chapter, we discussed the working principle and operating modes of a STM. Now we discuss the real experimental setup. To study superconducting materials, we need a low temperature cryostat. To have a stable tunneling condition, we need a good vibration isolation. To have a clean tip and sample surface, we need an ultra high vacuum (UHV) environment, sample preparation, and tip treatment in vacuum. It is a tricky job to put all these concerns together [70, 84]. All of the experimental data in this thesis were taken on a home-built low-temperature STM in magnetic fields up to 9 T. In this chapter, I will present the experimental details of our STM system.
3.1 System Overview

Because the tip-sample distance is in the Angstrom range for a working STM, any vibrations from external environments will crash the tip into the sample, destroying the tunneling process. Therefore, vibration isolation is the most important criterion for a STM system. By calculating the vibration transfer function, we know that the design principle of a good STM is to make the natural resonant frequency (NRF) of the isolated system as low as possible and the NRF of the STM as high as possible [85]. For the former criterion, the commercial air spring is a good choice. The corresponding NRF is often below 10Hz with a loading within the weight capacity. The latter criterion needs a rigid STM head, inside which the relative motion is not affected by the external low-frequency vibrations. A system with multi-stage springs is always better but more complicated. The damping mechanism requires extra attention when the STM is installed by internal springs in the cryostat. In our system, we mount the STM directly on the cryostat without internal springs to avoid the nontrivial task of alignment between the sample and the sweet spot of the magnet. Externally, we have two stages of isolators as shown in the schematic diagram Fig. 3.1. The acoustic isolation room is floating on four big air springs. All mechanical pumps are placed in a separated pump room and the pumping lines are fixed in the heavy concrete wall with bellows between the pump and the floating room to isolate the vibrations from the pumps. A heavy triangular lead-filled wooden table is supported by three second-stage non-magnetic isolators\(^1\). A 75 L liquid helium (LHe) Dewar\(^2\) containing

---
\(^1\)Model No. 16NM-143-00, 2500 lb capacity, by Technical Manufacturing Corporation (TMC).
\(^2\)AMI job #13069, by American Magnetics.
the cryostat is rigidly fixed to the bottom of the table. To avoid vibrations due to the boiling nitrogen, a super-insulating layer instead of a liquid nitrogen jacket is used as the shielding layer inside the vacuum jacket. A vertical geophone is also mounted on the 4 K flange to enable real-time vibration monitoring.

A two-axis superconducting magnet including a 9 T solenoid and 3 T split coil is installed at the bottom of the Dewar, with a 4.5" diameter (DIA) Dewar neck to minimize the LHe consumption. Detachable vapor-cooled current leads are available for the persistent magnet operation. To apply the split coil magnet field at different horizontal directions, a stepper-motor-controlled rotary platform is installed between the 300 K flange of the fridge and the Dewar. No magnet materials were used in the construction of the cryostat and STM, and all electronic connectors were tested to ensure that magnetic plating is not deleterious to the experiment. A Hall sensor is glued close to the sample position on the STM to roughly measure the applied magnetic field.

The home-built cryostat is designed as a continuous mode $^3$He refrigerator with expected base temperature around 400 mK. The lowest temperature achieved to date is 1.4 K (STM stage), obtained by pumping on the $^4$He pot with a 32.5 CFM (cubic feet per minute) rotary pump. Because our initial interests are high-$T_c$ superconductors whose critical temperatures are much higher than 4.2 K, the results shown in this thesis are all obtained at temperatures around 6 K by thermally linking different

---

$^3$Model 2GS-1, by Geospace Technologies.
$^4$Model DPRFM800, by Mcallister Technical Services.
$^5$HGT-2100-10, by Lakeshore Cryogenics.
$^6$Model D40B, by Oerlikon Leybold Vacuum.
Figure 3.1: Schematic diagram of home-built low temperature STM system. The part circled by the dashed line refers to the fridge and STM which is shown in Fig. 3.2 in detail.
fridge stages with copper braids. Since the thermal link between the STM body and the 4 K flange is not strong, we can use a heater wire\(^7\) wound around the base plate of the STM and a Lakeshore feedback control\(^8\) to stabilize the temperature in a range between 6 K and 20 K. A calibrated Cernox sensor\(^9\) is thermally anchored close to the sample on the STM to measure the sample temperature. Two ruthenium oxide resistance-based temperature sensors\(^10\) are thermally anchored at the \(^4\)He and \(^3\)He stages to monitor their respective temperatures. As part of the ultra low temperature design of the cryostat, all electronic connections from room temperature are carefully heat-sunk at each stage, and wire materials with low thermal conductivity are chosen. Baffles are placed on the neck of the cryostat and inside the 1.5" DIA pump tubes to minimize thermal radiations from room temperature. With all the above considerations in minimizing the heat input, we typically refill the LHe bath approximately weekly.

A 60 l/s turbo pump\(^{11}\) is used to pump the main vacuum space, which is connected to the top pumping line by a center 0.5" DIA and a side 1.5" DIA stainless steel (SS) 304 tube. The small center tube ends on top of the table with a mini UHV gate valve and the other vacuum tube ends with a DN 40 gate valve. The main vacuum pressure is around \(10^{-6}\) mbar after pumping overnight at room temperatures. The working pressure measured on top of the table is \(10^{-8}\) mbar for a cold system and

\(^7\)0.0056" DIA Mangrin with HML insulation, \(R \sim 150\ \Omega\), by California Fine Wine Company.

\(^8\)Model 340, by Lakeshore Cryogenics.

\(^9\)Model CX-1010-SD, by Lakeshore Cryogenics.

\(^{10}\)Model RX-102A-AA, by Lakeshore Cryogenics.

\(^{11}\)Model TMU 071, backed by XtraDry 150-2 Dry Piston Pump, by Pfeiffer Vacuum.
the pressure around the STM head should be lower because of the cryogenic vacuum.

To keep the vacuum conditions, UHV compatible metals, plastics, wires, connectors,
glues, and solders are carefully selected in the system design.

To reduce the experimental turn-around time, a top loading system is designed to transfer a sample into the cold STM. A small home-built differentially pumped load-lock space is installed on top of the mini gate valve, through which a long 0.25" DIA SS tube transfers the sample holder down to the STM head. When passing through the 4 K flange of the cryostat, the sample holder can be clamped to a copper cold plate to decrease the temperature of the sample. The sample is cleaved in a direction-controlled and spring-activated mechanical cleaver below the cold plate to expose an atomically flat and clean sample surface. The low temperature cleaving avoids contamination of the surface and possible crystal cracks from thermal cycles. The sample is locked in the STM head and the transfer tube is retracted. Afterwards, both gate valves are closed and the turbo pump is turned off.

3.2 STM Head

We designed our STM head to be rigid and compact. The small size of the STM head allows it to fit in the limited space within a superconducting magnet bore. The rigidity ensures the high NRF of the STM body, and relative vibrational movement between tip and sample is suppressed. The essential part of the STM head is the tip and the sample. We cut 80/20 Pt/Ir wires\(^\text{12}\) to produce STM tips. Before the experiment, the STM is tested in air at room temperatures, and the tip is further cleaned at low temperatures by performing field emission on a polycrystalline gold sample. When transferring the sample, the sample holder is pressed against a BeCu

\(^{12}\)0.01" DIA, from ESPI Products Inc.
spring (flexible at low temperatures) in the top receptacle of the STM, with the sample surface upside-down. Good mechanical contact between the BeCu plate and the sample holder ensures the stable configuration of the sample. Electrical and thermal contact between the BeCu plate and the sample holder is also good. A sample bias voltage is applied to the BeCu plate, and the Cernox sensor is glued onto the BeCu plate to measure the sample temperature.

A small BeCu tube is used as a tip holder with the STM tip fit snugly inside (see Fig. 3.3). A thin copper wire is glued on the side of the BeCu tube and connects to the center of the tunneling-current-carrying BNC cable. The tip holder is glued within a ceramic tube, which is isolated from the bottom scan tube by a macor receptacle. A copper ground plate is glued on the surface of the macor receptacle attached with another thin copper wire which connects to the insulation of the current BNC cable. The ground plate improves the shielding of the tunneling current signal.

The scanning function of the tip is realized by a piezo scan tube. The calibrated scanning sensitivity of our piezo tube at 6 K is 257 pm/V in the $z$ direction and 2.4 nm/V in the $x/y$ directions. Different high voltage (HV) gains of the HV amplifier of the STM controller can output a piezo actuating voltage in the range of $\pm 450$ V or $\pm 150$ V. The corresponding scan range can be calculated. Our commercial scan tube was polarized at 1200 V, and it is recommended to work at a voltage smaller than $\pm 300$V at room temperatures. The $z$ range of the piezo tube decreases at low temperatures due to an approximate $1/3$ reduction of the piezo strain coefficient $d_{31}$ at 4.2K. Therefore, we actuate the piezo tube with $\pm 150$ V range at room temperatures.

\footnote{EBL \# 4 piezo ceramic tube 0.125" OD $\times$ 0.020" wall $\times$ 0.250" length, by EBL products.}
and extend to ±450 V range at low temperatures.

Before each tunneling measurement, the tip needs to be brought from a far away

Figure 3.3: Details of our home-built STM. (a) Front view of SolidWorks schematic of the STM. (b) Schematic diagram. The part circled by the dashed line refers to the tip assembly which is shown in (c) in detail. (d) Photo of the STM.
position to the tunneling distance range. This process is called a ‘coarse approach’, which is realized by a step walker made of six shear piezo stacks in our system [84]. The piezo tube scanner and the step walker are integrated together to the center sapphire prism\textsuperscript{14} (see Fig. 3.3). The scanner is fixed to a macor holder, which goes through the center hole of the sapphire, and is screwed to the sapphire at the bottom. The whole sapphire piece is clamped by six sets of piezo stacks. Four of the piezo stacks are glued to the main body, and have alumina pads contacting with the sapphire prism by friction. In the front of the STM, two remaining piezo stacks are glued to a macor plate, which is compressed to the prism by a ruby ball held on with a BeCu spring plate. With such a configuration, the working principle of the walker system is as follows. Six voltage steps are applied to the piezo stacks one by one. Each set of piezo stacks will deform, but the sapphire prism will be stationary because the other stacks are holding it in place. In the end, the voltages applied to all the piezo stacks are ramped simultaneously, slowly back to zero, giving rise to one step movement of the sapphire prism and the tip. Compared with other coarse approach mechanisms, such as the inch-worm type, the besocke-style and the slip-stick type [85], our shear-piezo-stacks step walker clamps the sapphire at all times throughout the movement, which is the essential design element for making the STM head rigid. The walker also produces reliable and reproducible steps. The step size is finely tuned by the tightness of the screws which fix the front BeCu plate. A typical calibrated step size is around 70 nm with 100 V driving voltage at room temperatures. The step size has a small variation between up/down directions due to gravity. Normally, we

\textsuperscript{14}from Markethch International Inc.
walk continuously to a safe starting point, and start the woodpecker coarse approach. Before each woodpecker step, whether the tip is close to the tunneling distance is checked by turning the $z$ piezo feedback on. With the applied $z$ voltage, the piezo tube is extended to attempt detecting any tunneling current. If no tunneling current is detected, the tube is fully withdrawn and the walker moves the tip one step closer to the surface. Otherwise, the walker stops and the tip is fully withdrawn to wait for the scanning experiment. The $z$ voltage polarity and the extension range should be compatible with the step size of the walker for a safe coarse approach process.

In Fig. 3.3, there are two Cu concentric cylinders fixed to both the STM base plate and the bottom of the sapphire piece. With movements of the sapphire piece in the coarse approach, the relative capacitance between the two Cu plates changes. By measuring the capacitance using a capacitance meter, we monitor the relative tip location.

### 3.3 Electronics

To avoid disturbing the STM, we put most of our control electronics outside of the floating room. All the cables are carefully fixed to decouple their mechanical movements from the experimental table. The schematic architecture of all electronics is shown in Fig. 3.4. The most important control unit is the Nanonis STM control system\textsuperscript{15}, which can be used to scan STM images, make STS measurements with an internal lock-in amplifier, and couple these two functions together to produce DOS maps. The real time engine is a Pentium processor based rack computer to

\textsuperscript{15}SPM-Controller, Nanonis GmbH, CH-8005 Zurich.
run all the deterministic control loops and the data acquisition. Inside the real time engine, a National Instruments FPGA card provides sixteen 16-bit DAC and ADC channels with a range of ±10 V. The signal conditioning connector box (SCCB) accepts analog input signals, such as the tunneling current voltage, and provides analog output signals, such as the bias voltage and the \(xyz\) scan voltages. The HV amplifier amplifies the \(xyz\) scan voltages to drive the scan piezo. The SCCB also outputs the digital signals. We use one digital signal as a TTL signal to trigger our home-built walker controller. By making good use of the extra ADC/DAC/digital channels, custom functions are integrated together with the main control system. With Labview software and a flexible programming interface, custom programs are produced, e.g. writing extra signals (temperature, magnetic field, pressure and so on) to the header of the image files.

To eliminate external electronic noise, RG 58 shielded BNC cables are used for all the channels from the STM controller to the top of the fridge. A bias adder couples the DC bias voltage with an AC lock-in output from the STM controller. The bias voltage goes down the fridge through a semi-rigid coax\(^{16}\) to the BeCu plate. Another semi-rigid coax cable is used to connect the tunneling current signal from the tip to the top of the fridge. A current amplifier converts the current to a voltage which goes along the RG58 cable back to the STM controller for the measurement. All high voltage signals from the STM controller and the walker controller to drive the piezo tube and piezo stacks are filtered by \(\pi\) filters before going down to the STM head, through twisted manganin wires.

\(^{16}\)CC-SR-10, by Lakeshore Cryogenics.
Figure 3.4: Schematic diagram of the electronics used in the experiment.

A current amplifier with a fixed gain \((10^9 \text{ V/A})\)\(^\text{17}\) converts the small tunneling current (within the pA range) to a voltage signal for measurement. The current amplifier is directly mounted to the vacuum coaxial feedthrough on top of the fridge to have the smallest coax capacitance between the amplifier and the STM head. The short coax cable has less induced electronic noise from the microphone effect. The current amplifier obtains a \(\pm 15 \text{ V}\) power supply from the STM controller to avoid ground loops. A different variable gain current amplifier\(^\text{18}\) is necessary when performing field emission since a \(\mu\text{A}\) range current is needed.

There are a few other electronics in the control room. They are the field emission...

\(^{17}\)Model LCA-4k-1G, by FEMTO Messtechnik GmbH.

\(^{18}\)DL1212, by D.L. Instruments
voltage source (with a maximum 500 V), home-built walker controller, home-built capacitance meter, temperature controller, magnet controller, and LHe level meter. The functions of these electronics are either low temperature and magnetic controls, or explained in the appendixes.
Chapter 4

STM Studies in Iron Pnictide Superconductors

Tremendous excitement has followed the recent discovery of superconductivity up to $T_c = 56$ K in iron-arsenic based materials (pnictides). This discovery breaks the monopoly on high-$T_c$ superconductivity held by copper-oxides (cuprates) for over two decades and renews hope that high-$T_c$ superconductivity may finally be theoretically understood and widely applied.

STM and STS have been key tools in investigating and understanding both conventional and unconventional superconductivity, and are also applied to the pnictides. In this chapter, I present our experimental results from STM/STS on the pnictides and discuss the contribution towards an understanding of superconductivity in this new class of materials[86].
4.1 Material Properties of Pnictides

In the overview of superconductivity (see Chap. 1), a short history of the discovery of the Fe-based superconductors (FeSC) was presented. Since most of the FeSC are FeAs-based, the iron pnictides or simply pnictides are also used as common names. Like the cuprates, the pnictides have a layered structure. Consequently, high-quality single crystals can be mechanically cleaved to expose atomically flat and clean surfaces suitable for characterization by surface sensitive probes such as scanning tunneling microscopy (STM) and spectroscopy (STS). This cleaving procedure, however, cannot be applied to samples less than $\sim 100 \mu m$ in size. To date, the largest single crystals, reaching $3 \times 5 \times 0.2 \, mm^3$ in size, are members of the non-oxide 122 family, grown with Sn or FeAs flux [43, 87]. In contrast, only tiny single crystals of the 1111 family exist, not larger than $200 \times 100 \times 30 \, \mu m^3$ [88, 89]. Therefore, most of the STM/STS studies have been carried out on Ba/Sr-122 samples, with only a few STS measurements on 1111 poly-crystals[90].

Low temperature STM and STS have been important tools for the investigation of cuprates, due to the capability of probing the electronic density of states (DOS) with atomic resolution [70]. The local DOS contains crucial information of the superconducting electronic structure: spatial inhomogeneity [91, 92, 93, 94], behavior in proximity to impurities [83, 95, 96], doping dependence [93], and magnetic field dependence [97, 98, 82, 99, 100]. This success motivates the application of STM and STS to the pnictides to gain insight to the underlying mechanism of superconductivity in these compounds.

The 122 family of pnictides becomes superconducting upon the introduction of
either hole or electron dopants. For example, BaFe$_2$As$_2$ becomes a hole-doped superconductor upon replacement of Ba$^{2+}$ by K$^+$ [42], or an electron-doped superconductor upon replacement of Fe$^{2+}$ by Co$^{3+}$ or Ni$^{4+}$ [101, 102]. The initial motivation to dope Fe$^{2+}$ by Co$^{3+}$ was to search for electron-doped 122 samples, based on considerations of valence and stoichiometry. The successful synthesis of a superconducting BaFe$_{2-x}$Co$_x$As$_2$ proves that the disorder in the superconducting plane is highly tolerated. This emergence of superconductivity through chemical substitution directly into the superconducting layer is in stark contrast with the cuprates, where the substitution of impurity elements for even a small percentage of the Cu atoms can destroy superconductivity [103]. Furthermore, cobalt is a more chemical-friendly dopant compared to potassium. It is convenient to control the doping values of Co; however, the potassium or general alkali metals are volatile and escape easily in the sample-growing process.

We choose to study optimally doped single crystal BaFe$_{1.8}$Co$_{0.2}$As$_2$ in our home-built cryogenic STM. Since the Co dopants are incorporated into the strongly bound FeAs layer, the topmost layer is more similar to the bulk and remains more stable under tunneling. Our samples are grown with FeAs flux to avoid contamination with other elements [87]. The resistivity is measured on the $ab$ plane of a cleaved single crystal by the standard four-probe method, and shows a sharp superconducting transition at $T_c = 25.3$ K with width $\Delta T = 0.5$ K (see Fig. 4.1).
Figure 4.1: The temperature dependence of the resistivity for single crystal BaFe$_{1.8}$Co$_{0.2}$As$_2$ (data from X. H. Chen’s group). Standard four-probe method is applied on the $ab$ plane of the cleaved sample. The inset shows the superconducting transition in detail. The starting point of the transition happens at 25.3 K, denoted by the black arrow, and the transition width is sharp with $\Delta T = 0.5$ K.

4.2 Crystal Structure and Surface Characterization

Pnictides are layered compounds which can be mechanically cleaved to expose the $ab$-plane (see Fig. 4.2a). Consequently, all of our STM/STS studies on cleaved single crystal pnictides so far are taken along the (001) direction, but the exact composi-
tion of the exposed surface is still an open question. In the cuprate superconductor \( \text{Bi}_2\text{Sr}_2\text{CaCu}_2\text{O}_{8+\delta} \) (Bi-2212), most widely studied by STM, cleaving usually occurs between mirror BiO planes coupled by weak van der Waals forces [70]. This process removes a complete BiO layer and leaves behind a charge-neutral surface. Among 1111 and 122 families of pnictide superconductors, no such neutral, charge-balanced cleavage planes exist. Pnictide cleaving recalls the cuprate superconductor \( \text{YBa}_2\text{Cu}_3\text{O}_{7-\delta} \) (Y123), which cleaves between BaO and CuO chain layers without neutral exposed planes [104].

For 1111 pnictides such as \( \text{LaFeAsO} \), the inter-layer coupling between \( \text{(LaO)}^+ \) and \( \text{(FeAs)}^- \) layers is mostly ionic, but weaker than the ionic bonding within LaO layers and the covalent bonding within FeAs layers [106, 107]. Thus we expect \( \text{LaFeAsO} \) crystals to cleave between LaO and FeAs layers, exposing a charged surface plane. This expectation is substantiated by angle resolved photoemission spectroscopy (ARPES) measurements of the enclosed Fermi surface volume on the cleaved surface of isostructural \( \text{LaFePO} \) [59].

When studying materials that have a polar cleaved surface, the electronic structure detected using surface-sensitive techniques is likely to be different from that of the bulk, affecting measurements of the carrier density, Fermi level, and effective doping [108]. In addition, atomic reconstruction, adsorption of charged contaminants, and electronic reconstruction might occur at the surface in order to compensate for the charge imbalance [109].

In 122 pnictides, \( \text{A}^{2+} \) (A=Ba, Sr, Ca, Eu) sheets are sandwiched between \( \text{(FeAs)}^- \) layers. In this case, both inter-plane bonding and \( \text{A}^{2+} \) in-plane bonding are relatively
Figure 4.2: Crystal structure of BaFe$_2$As$_2$. (a) Tetragonal BaFe$_2$As$_2$ 122 type with room temperature lattice constants $a = b = 3.96$ Å and $c = 12.39$ Å [105]. Two black arrows indicate possible cleaving planes, exposing either Ba or As planes. (b) The cleaving situation of the Ba-122 sample. Top left: optical microscope image of the cleaved Ba-122, showing a smooth and shining surface. Top right: the Ba lattice if the whole Ba plane is the exposed cleaving surface. Bottom left: top-down view of the As and Fe lattices. Bottom right: top-down view of the Ba and As lattices.

weaker compared to the covalent FeAs bonding. Therefore, crystals are likely to cleave either between A$^{2+}$ and (FeAs)$^-\)$ planes, leaving behind a charged surface, or within the A$^{2+}$ plane, leaving about half of the A$^{2+}$ atoms on each of the exposed, charge neutral surfaces. A charge neutral plane is substantiated by the Fermi surface volume measurements from ARPES studies of BaFe$_2$As$_2$ [110, 111]. But there is no consensus yet about how the half of the A$^{2+}$ atoms distribute on the cleaved surface.

Figure 4.3a shows a topographic image of the surface of BaFe$_{1.8}$Co$_{0.2}$As$_2$ ($T_c = 25.3$
K), cleaved in situ at \( \sim 25 \) K and recorded at 6.15 K in zero magnetic field. The tunneling condition is \( V_s = -100 \) mV and \( I_s = 100 \) pA. A \( 2 \times 1 \) stripe feature with a period \( \sim 8 \) Å is present in this image. Surprisingly, when we push the tip further to the surface with a smaller junction resistance at \( V_s = -20 \) mV and \( I_s = 40 \) pA, the topographic image shows the atomic structure in detail (see Fig. 4.3b). In the inset of Fig. 4.3b, we observe single atoms, and a complex unit-cell-doubling stripelike structure in which alternate rows display contrasting brightness and clarity, as well as atomic shifts by approximately half a lattice constant along the row direction. The \( 2 \times 1 \) stripes were observed in a previous STM study on \( \text{Sr}_{1-x}\text{K}_x\text{FeAs} \) [112]. The stripelike feature is oriented at 45° to the one-dimensional spin order observed in the parent compound of these materials [66] and is therefore not likely related to this bulk order. In addition to the stripelike feature, there is another sparse, perpendicular, one-dimensional feature in the topographic image, which is a possible dislocation to relieve surface strain. Neither features show any effects on the local superconducting gap. More information is extracted from the Fourier transformation of Fig. 4.3b. The interatomic spacing, represented by peaks \( A \) and \( A^* \) in Fig. 4.3c, is consistent with x-ray diffraction measurements in either the Ba or As layer, \( a = 3.96 \) Å. Peaks \( B \) and \( C \) in Fig. 4.3c are related to the alternating row intensity, which may be attributed to either height or density of states variations. By filtering out the central high-intensity area of the Fourier transformation image and executing a reverse Fourier transformation as in Fig. 4.3e, we extract a real-space image (e), suggesting that alternate rows of Ba have been removed on the top surface. Therefore, we explained this complex surface structure by the removal of every second row of Ba atoms by
Figure 4.3: Topographic images of the single crystalline Ba-122 compound, revealing stripe-like surface structure. (a) $20 \times 20$ nm$^2$ constant-current topography of BaFe$_{1.8}$Co$_{0.2}$As$_2$, cold-cleaved and recorded with $V_s = -100$ mV and $I_s = 100$ pA at 6.15 K [86]. Only a stripe feature with a period $\sim 8$ Å is present in this image. (b) $20 \times 20$ nm$^2$ constant-current topography at the same area as in (a). The image is recorded with $V_s = -20$ mV and $I_s = 40$ pA at 6.15 K. The inset shows a $5 \times 5$ nm$^2$ zoom with atomic resolution. (c) Fourier transformation of the topographic image in (b). The main features are a central high-intensity area representing long length scale inhomogeneity, and 4 distinct points (with their symmetric equivalents): $A$ and $A^*$ result from atomic spacing between and along the stripes, respectively; $B$ results from the alternating stripe intensity; $C$ results from the shift of atoms along alternate rows. (d) The same Fourier transformation as (c) after filtering out the central high-intensity area. (e) Reverse Fourier transformation of (d), demonstrating more clearly the atomic locations of the original topography without the longer wavelength disorder. This image clearly suggests that alternate rows of Ba have been removed, exposing the shifted rows of As atoms beneath. (f) Schematic of the surface of the half cleaving scenario. Large green dots correspond to Ba atoms, small purple ones to As atoms. (e) and (f) are the same scale as the inset in (b).
cleaving: the less distinct, shifted rows (see inset of Fig. 4.3b) would consist of two rows of underlying As atoms between each row of Ba atoms (see Fig. 4.3f). The cleaving scenario, with half of the Ba atoms cleaved away, is at least consistent with the topographic image in (b).

Details of the topography vary from cleave to cleave, but the $2 \times 1$ stripe feature is found to be a predominate surface feature for most clean samples. In a larger scale ($\sim \mu m$), there are often isolated and clustered atoms, which are attributed to Ba atoms. Both the disordered Ba atoms and the half-cleaving Ba surface may be related to unstable bonding within the ionic Ba plane. In addition to the topographic configuration in Fig. 4.3, two other prototype topographic images are shown in Fig. 4.4. The $2 \times 1$ dimer stripes in Fig. 4.4a are more likely from a surface reconstruction in the As plane. The $\sqrt{2} \times \sqrt{2}$ surface (Fig. 4.4b) can be related to either a surface reconstruction or the removal of every second Ba row diagonal to the $ab$ lattice vectors.

The investigation of the topographic images in Ba-122 samples indicates that surfaces of the pnictide compounds are not as stable as, for example, the surface of Bi2212, where atomic resolution has been reported even at room temperature [78, 80]. This limit has been the biggest roadblock to further STM/STS studies in the pnictides.

4.3 Scanning Tunneling Spectroscopy

The identification of the superconducting order parameter, including the gap size and symmetry, is a necessary step to determining the microscopic superconducting
mechanism. The possibility of multiple gaps, potentially with different symmetries arising from the multi-band electronic structure, has motivated intense efforts in studying the electronic structure of pnictides with several complementary spectroscopic techniques, including STS.

The power of STM/STS is to measure the electronic structure with sub-atomic spatial resolution. The reliability of this measurement depends on the condition of the tunnel junction. Tip preparation methods have been honed by years of STM studies, so the condition of the tunnel junction depends mainly on the sample quality and material-specific surface stability. Differential tunneling conductance spectra, $dI/dV$, 

Figure 4.4: Topographic images of single crystalline Ba-122 compound, revealing stripe-like surface structure. (a) $20 \times 20$ nm$^2$ constant-current topography of BaFe$_{1.8}$Co$_{0.2}$As$_2$, cold-cleaved and recorded with $V_s = 100$ mV and $I_s = 500$ pA at $\sim 6$ K. A $2 \times 1$ dimer stripe feature is present. (b) $20 \times 20$ nm$^2$ constant-current topography recorded with $V_s = -100$ mV and $I_s = 300$ pA at $\sim 6$ K. The inset shows its Fourier transformation and the atomic spacing 5.6 Å indicates a $\sqrt{2} \times \sqrt{2}$ surface.
measured on the optimally doped pnictides are presented in this section.

Figure 4.5: Single point spectra recorded on the same spatial point with different bias voltage range. (a) Spectrum recorded in the bias range $[-300 \text{ mV}, 300 \text{ mV}]$ with an energy resolution of 4 mV. The black arrow marks a broad peak at $\sim 200 \text{ mV}$. (b) Spectrum recorded in the bias range $[-100 \text{ mV}, 100 \text{ mV}]$ with an energy resolution of 2 mV. Later on we will focus on the bias range circled in (b). Both spectra are taken at 12.5 K.

### 4.3.1 Single Point Spectrum

All the STS data shown here are taken on cleaved single crystal surfaces. The surface quality is examined before taking point spectra to ensure the reliability of the conclusion.

A single point spectrum in the bias voltage range $[-300 \text{ mV}, 300 \text{ mV}]$ is shown in Fig. 4.5a, taken on an electron-doped BaFe$_{1.8}$Co$_{0.2}$As$_2$ compound with $T_c = 25.3$ K. The black arrow indicates a broad peak at $\sim 200 \text{ mV}$, which is related to a peak near the Fermi energy in the valence band spectrum measured by ARPES [59]. For
optimally Co-doped Ba-122 \( (T_c = 25 \text{ K}) \), the peak position is \( 0.18 \pm 0.02 \text{ meV} \) below \( E_F \) \[111\], comparable to the peak position in our STM spectrum. The similar intensity of this near-\( E_F \) peak and the valance band peak suggests that the itinerant-electron physics rather than Mott physics is a more appropriate starting point for pnictides \[59\]. To see the details of the electronic structure around the Fermi level, another spectrum is taken within the bias range \([-100 \text{ mV}, 100 \text{ mV}]\) (see Fig. 4.5b) at the same spatial point as in (a). To clarify the feature of the superconducting gap, we will focus on the spectrum in the circled bias range in later discussions.

Figure 4.6a displays six typical single point spectra with \( V_s = -20 \text{ mV} \) and \( I_s = 40 \text{ pA} \) in the bias range \([-20 \text{ mV}, 20 \text{ mV}]\). The spectra show a clear superconducting gap structure with pronounced coherence peaks and a low differential conductance at the Fermi energy. This feature is present at all locations in the measurement region of the sample surface except near impurities. A single gap energy gap around \( 6 - 7 \text{ meV} \) is observed in all spectra, with a small variance at different spatial points and independent of the junction resistance. Furthermore, the superconducting nature of the gap is proved by vortex imaging, discussed in Sect. 4.4.

From the band structure calculation, the Fermi surface (FS) of the pnictides consist of two hole-like pockets (inner \( \alpha \) band and outer \( \beta \) band) around the \( \Gamma \) point of the Brillouin zone (BZ) and two electron-like pockets at the \( M \) point (\( \gamma \) and \( \delta \) band) of the BZ (see Fig. 1.5). This FS topology has been confirmed by different ARPES \[59, 60, 61, 62\] measurements, although FS details vary for different materials.

For the hole doped \( \text{Ba}_{0.6}\text{K}_{0.4}\text{Fe}_2\text{As}_2 \) \[62\] with a \( T_c \) of 38 K, multi-gaps open on
three different bands. The gap size is 12 meV on both $\alpha$ band and $\gamma$ bands. On the $\beta$ band there is a much smaller 3 meV gap. The similar gap sizes between the $\alpha$ band and the $\gamma$ band lead to the author’s suggestion that the inter-band interactions play an important role in the superconducting pairing mechanism. In contrast, for the electron doped BaFe$_{1.85}$Co$_{0.15}$As$_2$ [113], the $\alpha$ band is located entirely below the Fermi surface, leaving behind only the $\sim 6$ meV gaps in the hole-like $\beta$ band and $M$
centered bands with a similar gap size. Here the inter-band interactions may transfer to, between $\beta$ and $\gamma$ bands.

Our gap size of $6 - 7$ meV is in reasonable agreement with the gaps of a similar Co-doped BaFe$_{1.85}$Co$_{0.15}$As$_2$ measured in the ARPES report. STM spectra have average electronic structure in momentum space, and may have different weighting factors for different parts of the FS. Although the gap size in the $\beta$ band is similar to that in the $\gamma$ band, we cannot detect any hints of multi gaps in our STM spectra. Furthermore we show a single point spectra for an optimal hole doped Sr$_{1-x}$K$_x$Fe$_2$As$_2$ in Fig. 4.7, the gap size of 5 meV is relatively compatible with the small gap on the $\beta$ band measured with ARPES. In brief, we suggest that the gap measured in STM spectra may only represent information of the $\beta$ band. The strong weighting on the $\beta$ band is possibly related with the strong dispersion of the $\beta$ band [114, 65].

However, all the superconducting gaps measured by ARPES are isotropic and nodeless in momentum space, with a less-than-20% anisotropy [62, 60]. To date, no clear information about the gap symmetry can be extracted from tunneling spectra. All spectra have been recorded at or above 4.2 K, so thermal broadening makes it difficult to extract the gap symmetry. Nodeless $s$-wave spectra may be smeared out, and fitting to the observed coherence peaks requires short quasiparticle lifetimes, which make $s$ and $d$-wave fits indistinguishable. Ultra low temperature STS measurements are therefore expected to shed light on the gap symmetry mystery.

Most spectra have a V-shaped background, which is likely related to the normal state of the pnictides. This assumption is supported by the observation of V-shaped spectra in parent compounds [115, 116] and in vortex cores where superconductivity
Figure 4.7: A single point $dI/dV$ spectrum taken on the optimal hole doped Sr$_{1-x}$K$_x$Fe$_2$As$_2$ with $V_s = -100$ mV and $I_s = 75$ pA. The spectrum is recorded in the bias range of $[-60$ mV, $60$ mV] at 6 K.

is suppressed (Fig. 4.13a). In Bi2212, by contrast, the background is roughly linear [70] and a dip-hump structure exists beyond the coherence peaks. The V-shaped background will have to be subtracted or normalized out in some fashion before any reasonable fit of the superconducting gap to obtain its symmetry.

### 4.3.2 Gap map

With the same STM/STS techniques used in Bi2212, a map of the magnitude of the superconducting gap $\Delta$ can be obtained for the pnictides. Fig. 4.6b shows such a gap map, taken at zero magnetic field and 6.25 K on BaFe$_{1.8}$Co$_{0.2}$As$_2$. The map
of the spatial dependence of $\Delta$ shows a total range of $\Delta$ from 4.5 to 8.0 meV. From the $\sim 16,000$ measured spectra, we extract the average $\overline{\Delta} = 6.25$ meV and standard deviation $\sigma = 0.73$ meV. The fractional variation in gap size is calculated to be $\sigma/\Delta = 12\%$. The gap maps reveal nm-sized patches of different gap magnitude.

One important character of spectral evolution in the map is that spectra with smaller gap energies tend to exhibit weaker coherence peaks and higher zero bias conductance (ZBC), as exemplified in Fig. 4.6a. This behavior in pnictides may be explained by impurity scattering $[12, 13, 117]$ for an isotropic s-wave gap. Impurity scattering suppresses the order parameter, i.e., decreases the gap size. At the same time, the quasiparticle lifetime is reduced, leading to weaker coherence peaks.

Both electronic homogeneity and dependence of ZBC on the gap size in the pnictides differ remarkably from observations in the cuprates. The typical fractional variation reported in optimally doped Bi2212, $\Delta/\sigma = 7$ meV/33 meV $\approx 21\%$ $[93]$, is almost twice the value for Ba-122 samples. The smaller relative gap variation suggests a weaker role for intrinsic electronic inhomogeneity in the mechanism for high-$T_c$ superconductivity in pnictides. For the inhomogeneous gaps in the cuprates, spectra show larger ZBC values with increasing gap magnitude, which is the opposite behavior to that of the pnictides $[93]$.

A possible resolution to the contrast between pnictides and cuprates may arise from several recent studies of the pseudogap phase in the cuprates. Using a normalization technique, Boyer et al. reported the removal of the effects of the pseudogap and obtained a relatively homogeneous low temperature gap distribution in Bi$_2$Sr$_2$CuO$_{6+x}$ $[118]$. Ma et al. studied Bi$_2$Sr$_{2-x}$La$_x$CuO$_{6+\delta}$ and, due to the chosen
doping, were able to measure spectra in which the energy scales of superconducting gaps and pseudogaps were distinct [119]. In these studies, the separated superconducting gaps seem to show a different correlation between ZBC and gap magnitude compared to what is usually observed in the cuprates: the larger the gaps, the smaller the ZBC. Therefore, the apparent opposite relation between coherence peak height and gap width in the cuprates may be due to the pseudogap, which depletes the spectral weight for pairing [120].

With the single gap size of $6 - 7$ meV, the calculated reduced gap $\frac{2\Delta}{k_B T_c}$ ranges from 5.5 to 6.4, falling in the strong coupling regime. This exceeds the values for weak-coupling $s$-wave or $d$-wave BCS superconductors, which are 3.5 and 4.3, respectively [121]. The reduced gap calculation is more complicated in the cuprates. From optimal doped to underdoped Bi-2212, the reduced gap ranges from 8.6 to values as high as 36 [93]. One suggestion is that the pseudogap critical temperature $T^*$, rather than $T_c$, is a more appropriate energy scale to describe the gap size [70]. Experiments which decouple the pseudogaps from superconducting gaps by coherent tunneling find reduced gap value 6 in the Bi-2212 cuprates. The extracted gap by normalization in Bi-2201 leads to a reduced gap $\sim 10$ [118]. But we should remember that even with raw gap sizes of optimal doped samples, the reduced gap for Bi-2201 is by a factor 2-3 larger than the one for Bi-2212 [122]. It is still too early to compare the reduced gap between the pnictides and the cuprates. The doping dependence of gap sizes for the pnictides is required in future studies.
4.4 Imaging of Vortex Lattice by STS

Vortex lattice geometry in BCS-type superconductors was first observed by the Bitter decoration [123]. Subsequent application of high resolution STM/STS techniques [124, 125] revealed detailed information about the vortex internal structure [124, 126]. The information about vortex core states, as well as vortex shape and interactions between vortices, is fundamentally linked to the properties, including pairing symmetry, of the superconducting charge carriers.

Figure 4.8: A 100-nm-square topographic image recorded in 9 T magnetic field with $V_s = -5$ mV and $I_s = 10$ pA. The bright spots are impurities.
4.4.1 Vortex Lattice Imaging

We image vortices electronically by mapping the conductance at an energy where a vortex alters the density of states. Under a 9 T magnetic field, we start with the fast conductance scanning method to scan a 100-nm-square area ($V_s = -5 \text{ mV}$ and $I_s = 10 \text{ pA}$). The topographic image in Fig. 4.8 presents the stripelike surface similar to the zero field topography in Fig. 4.3. A conductance map is simultaneously recorded at $V_s = -5 \text{ mV}$ (see Fig. 4.9a), which is selected corresponding to the filled state coherence peak. A second conductance map at the same location, recorded at 6 T, is shown in Fig. 4.9b. In both maps, the vortices appear as broad depressions caused by the decreased DOS at the coherence peak energy inside the vortex. Impurities, possibly single Fe or Co vacancies, appear as sharper minima in the conductance, also visible as white spots in the simultaneously recorded topography.

After filtering out the impurities, a peak-fitting algorithm is used to extract the vortex center locations from the conductance maps. Voronoi cells [82] are overlaid onto the vortex image (Fig. 4.9c and d) and the average per-vortex flux $\bar{\phi}$ is calculated from the Voronoi cell size. We observe $\overline{\phi}(9\text{T}) = 2.05 \times 10^{-15} \text{T/m}^2$ and $\overline{\phi}(6\text{T}) = 2.17 \times 10^{-15} \text{T/m}^2$, in good agreement with the single magnetic flux quantum, $\phi_0 = \hbar/2e = 2.07 \times 10^{-15} \text{T/m}^2$.

Much can be learned about vortex interactions and pinning by studying the locations of vortices with respect to each other and to other structures within the superconductor. Vortex interactions can be roughly categorized into three scenarios. First, in the absence of strong pinning sites within the material, the vortex-vortex interaction force dominates, and the vortices crystallize into a hexagonal lattice, shown
Figure 4.9: The 100-nm-square differential conductance maps recorded in 9 T (a) and 6 T (b) magnetic field, revealing the sample DOS at -5 meV. Vortices appear as dark features due to the suppression of the coherence peaks inside the vortex core. Vortices form a disordered lattice. (c),(d) A Voronoi overlay on impurity-filtered data emphasizes the vortices and demonstrates the procedure used to compute the average area associated with each vortex. (e),(f) Idealized data showing both vortices (open dark circles) and impurities. There is no statistically significant correlation between vortex and impurity locations.

schematically in Fig. 4.10a. For example, Fig. 4.10d shows the first STS-imaged vortex lattice in NbSe$_2$, recorded by Hess et al. [124], revealing an almost perfect
hexagonal symmetry.

In the presence of strong pinning sites, the vortex arrangement with respect to those sites depends on the anisotropy of the material. In highly anisotropic superconductors, a one-dimensional vortex line may split like a stack of pancakes into point-like objects with the freedom to move independently in each superconducting layer [127]. In this scenario, pancakes may find pinning sites independently in each layer, resulting in a high correlation between observed vortex and pinning locations in any given layer. This second scenario is shown schematically in Fig. 4.10b, and is realized in Bi2212 (Fig. 4.10e, Pan et al. [82]), where the vortices (depicted as circles of radius 30 Å) are clearly correlated with the impurities (visible as small, irregular black spots).

Finally, in a more isotropic superconductor with strong pinning sites, the vortices must remain as line objects, and can bend only slightly between layers to maximize their overlap with impurities throughout the bulk. In this scenario, there may be very little observable correlation between vortex locations and impurities in any one layer. This third scenario is depicted schematically in Fig. 4.10c.

As observed by low temperature STS imaging in the cuprates [97, 99, 82], the vortices imaged in BaFe$_{1.8}$Co$_{0.2}$As$_2$ form a disordered lattice, indicating the presence of strong pinning sites. This observation is consistent with recent small-angle neutron scattering experiments on a similar compound, BaFe$_{1.86}$Co$_{0.14}$As$_2$ [128]. In addition to the vortices, there are also sharp minima in conductance, independent of magnetic field, which may be attributed to strong scatterers near the surface. There is no correlation between the locations of the vortices and these near-surface impurities.
Figure 4.10: (a-c) Three different vortex interaction regimes. (a) Vortices in a clean superconductor. Both surface and bulk pinning are absent and the vortices arrange in a perfect hexagonal Abrikosov lattice due to the repulsion between vortices. (b) Pancake vortices in a superconductor with weak interlayer coupling. Some of the pancake vortices are pinned to impurities (yellow dots) within the layers and marked correlation between vortex and impurity locations is observed. Between the layers, pancake vortices are connected by Josephson vortices (blue lines). (c) Vortices in a superconductor where bulk pinning dominates. The flux penetrates the sample in a tubular fashion, but no hexagonal lattice can be formed as vortices are pinned by bulk defects. There is no correlation between surface defects and vortex locations. (d-f) Examples of these three scenarios, imaged by STS (d) in NbSe$_2$ [124] in 1 T magnetic field at 1.8 K, (e) in Bi-2212 [82] in 7 T magnetic field at 4.2 K, and (f) in BaFe$_{1.8}$Co$_{0.2}$As$_2$ [86] in 9 T magnetic field at 6.25 K.
Fig. 4.10f shows the same data as Fig. 4.9a but with vortex cores emphasized as circles of radius the coherence length. At 9 T, roughly 10.6% of the field of view is covered by vortex cores and 4 out of 49 impurities lie within a vortex core (see Fig. 4.9e). This number corresponds to roughly 8%, which is not a statistically significant deviation from 10.6%. This analysis proves that bulk pinning, and not surface pinning, must play a significant role in this superconductor.

Next we detect the direction dependence of the vortex structure. Because the local environments induce difference vortex shapes by the local perturbation, we filter out the impurities and average all the vortices in the conductance map (inset of Fig. 4.11). The $dI/dV$ profiles, parallel to and 45° rotated with the crystal axis, are compared in Fig. 4.11. No obvious differences between two profiles are observed. In addition, the Fourier transformation of the vortex lattice is isotropic. Both phenomena indicate that vortices are isotropic, locally and globally, not significantly affected by the stripe-like surface feature, or by any residual one-dimensional spin or structural orders [66] within the bulk. The pnictide vortices without internal structures are also in contrast to predictions of $d$-wave vortices [129], and observations of 4-fold symmetric internal vortex structure in $d$-wave cuprates [100].

### 4.4.2 Vortex Spectroscopy

Local measurements in high magnetic field allow us to observe the destruction of superconductivity in vortex cores. Figure 4.12a shows the zero bias conductance (ZBC) from a 60-nm-square DOS map. The DOS map is taken in a region of Fig. 4.9a. Here the vortices appear as the enhanced subgap density of states, in contrast to Fig.
Figure 4.11: The radial distance dependence of the inverse of the normalized conductance. The two profiles are the 4-fold averaged conductance along the crystal axis and 45° rotated with the crystal axis. The absence of differences between the two profiles prove that the vortices are isotropic in space.

4.9, where the vortices appear as suppressed conductance due to the local suppression of coherence peaks. To see where the conductance contrast arises from, the $dI/dV$ spectrum at the center of a vortex is shown together with a superconducting spectrum in between vortices in Fig. 4.12b. Compared to the superconducting spectrum, the vortex spectrum has a smaller conductance around the coherence peak voltage and a larger conductance at zero bias, leading to the vortex images in both Fig. 4.9a and Figure 4.12a.

Microscopic calculations of vortex core states show different spectral features,
Figure 4.12: (a) A 40-nm-square map of the zero bias conductance in 9 T magnetic field at \( T = 6.15 \) K, showing \( \sim 8 \) vortices (broader, lighter objects). (b) The spectrum at the center of the vortex, compared with the superconducting spectrum, both taken at \( V_s = -20 \) mV and \( I_s = 40 \) pA.

Varying with the pairing symmetry of the superconductor. Vortex core states in conventional \( s \)-wave superconductors are expected to show a ZBC peak, caused by tunneling of electrons to states bound with the vortex core [130, 131, 132]. It is important to note that the ZBC peak is observed only in clean superconductors, where the electronic mean free path \( \ell \) is much larger than the coherence length \( \xi \). For dirty superconductors, however, there is no ZBC peak and one observes instead an almost flat DOS, due to quasiparticle scattering [125].

In contrast to conventional \( s \)-wave superconductors in the clean limit, the conductance measured at the vortex center in \( \text{BaFe}_{1.8}\text{Co}_{0.2}\text{As}_2 \) shows only an enhanced sub-gap density of states but no ZBC peak (see Fig. 4.12b). This is also apparent in Fig. 4.13a where a linecut through one of the vortices at 9 T magnetic field is displayed. In Y123 [97] and Bi2212 [82], particle-hole symmetric subgap peaks have
Figure 4.13: (a) A 14.5 nm long linecut of $dI/dV$ spectra taken through a vortex location in BaFe$_{1.8}$Co$_{0.2}$As$_2$, showing the smooth evolution from the off-vortex DOS with pronounced coherence peaks to the on-vortex DOS with suppressed coherence peaks and no ZBC peak. The data were taken at 9 T magnetic field and $T = 6.15$ K. (b) Azimuthally averaged radial dependence of the differential conductance $g(r,0)$ around a single vortex as measured (black squares) and fit by an exponential decay (red line, see text). The constant background $g_\infty$ has been removed in order to emphasize the exponential decay on the logarithmic scale of the $y$-axis. The exponential fit leads to an average coherence length of $\xi = 27.6$ Å with standard deviation 2.9 Å for all vortices investigated.

been reported within vortex cores, with energies approximately $\pm \Delta/4$. We do not observe such particle-hole symmetric subgap states, although the corresponding low energy scale in this material, $\Delta/4 \sim 1.5$ meV would likely appear as a weak ZBC peak as well.

The spatial dependence of the vortex spectroscopy also enables the first direct measure of the superconducting coherence length in this material. We fit an exponential decay $g(r,0) = g_\infty + A \exp(-r/\xi)$ within a distance of $r = 20$ to 100 Å from
the vortex core, as shown in Fig. 4.13b. From several vortices, we find an average coherence length $\xi = 27.6 \text{ Å}$ with standard deviation $2.9 \text{ Å}$. Using the Ginzburg-Landau expression $H_{c2} = \frac{\phi_0}{2\pi \xi^2}$, we compute the upper critical field $H_{c2} = 43 \text{ T}$.

With residual resistivity $\rho_0 = 0.23 \text{ mΩ} \cdot \text{cm}$ and Hall coefficient $R_H = 11 \times 10^{-9} \text{ m}^3/\text{C}$, the electronic mean free path $\ell = \frac{\hbar(3\pi^2)^{1/3}}{e^2 n^{2/3} \rho_0}$ is approximately $81 \text{ Å}$. Given that our coherence length $\xi = 27.6 \text{ Å}$ is almost three times smaller than $\ell$, the superconductor under investigation is considered to be a clean superconductor and therefore the lack of sub-gap peaks cannot be explained by scattering effects and remains an open question.

In contrast to the cuprates, where substitutions into the critical superconducting CuO$_2$ plane lead to strong scattering and the reduction of $T_c$ [95, 103], the 10% of Co atoms doped directly into the superconducting FeAs plane in this material do not provide a strong scattering signature. Strong scatterers are dilute in this material, corresponding to only 0.029% of the Fe sites, leading to an average spacing comparable to $\ell \sim 81 \text{ Å}$.

### 4.5 Conclusion and Discussions

To summarize, we have presented the first atomically resolved STM/STS studies on a single crystal pnictide superconductor BaFe$_{1.8}$Co$_{0.2}$As$_2$ in magnetic fields up to 9 T. We observe a single gap with $\overline{\Delta} = 6.25 \text{ meV}$ and relative standard deviation only 12%, in contrast to the more inhomogeneous and localized behavior of $\Delta$ in the cuprates. We have imaged a stationary but disordered vortex lattice, uncorrelated with the locations of surface impurities. This result demonstrates that vortices expe-
rience bulk pinning at fields up to 9 T, even in a clean single crystal of this pnictide with a low $T_c (\approx 25.3 \text{ K})$. The absence of sub-gap peaks within the vortex cores contrasts with observations in both $d$-wave cuprates and conventional $s$-wave superconductors. The Co dopants are found to have negligible effects on the density of states, in contrast to the dilute strong scatterers.

Although research in the pnictides is still in its early stage, there exist some significant achievements by STM/STS on these compounds. To date, STM/STS studies have contributed information about the cleaved surface structure, the superconducting gap, and vortex core states. Investigations of numerous surfaces have revealed a stripe like structure in almost all 122 compounds, both doped and un-doped. $dI/dV$ spectra of doped single crystals show a clear superconducting gap with pronounced coherence peaks. In addition to single point spectra, maps of the gap distribution have been displayed on single crystalline 122 samples, providing information about the spatial inhomogeneity of the gap. From vortex imaging, a short coherence length is directly measured for the first time by any technique.

Looking forward, there are several key questions that remain to be addressed by STM/STS. The biggest roadblock to further STM/STS studies is the surface characterization. Surface morphologies are observed to depend sensitively on cleaving conditions. In addition, surface instability and polar cleavage planes are complex and unsolved problems. It is thus very difficult to achieve repeatable atomic resolution topographies on these compounds.

Another key issue is the gap symmetry. Single point spectra at ultra-low temperatures would allow better fitting without complications of thermal broadening. A
different approach to extract the gap symmetry is to probe the local DOS around both magnetic and non-magnetic impurities, which has been successfully applied to the cuprates [83, 95]. Similar experiments in pnictides together with the comparison to theory, could address the gap symmetry question.

The momentum space information might also be accessed by Fourier transforming DOS maps and extracting quasi-particle interference (QPI) patterns [126]. The QPI patterns should be used to explore the pairing symmetry as proposed in Ref. [133]: a detectable absence of interference peaks surrounding the reciprocal lattice vector would be evidence of the out-of-phase extended $s$-wave pairing.

In conclusion, there are a lot of potentials for STM/STS to contribute significantly to resolving the most important open questions in pnictide superconductivity, but additional work is needed to overcome surface-related challenges.
Chapter 5

Two Energy Scales in Cuprate Superconductors

Superconductivity is a collective phenomenon, arising from instability of the Fermi surface induced by electron-phonon (or electron-boson) interactions. Inspecting different interactions in a superconductor is essential to understand its superconducting mechanism. Normally, these interactions are also prone to induce competing or cooperating orders, such as magnetic orders. The dazzling array of orders can either conceal or elucidate the underlying superconducting mechanism.

Since the discovery of a peculiar pseudogap phase in cuprates [134], a debate has raged between scientists who interpret the pseudogap as a precursor of the superconducting state and those who think it is a different competing order [34, 135]. The number of gaps and their mechanism are the focus of recent studies [136, 137]. In this chapter, we use vortex imaging and a division normalization technique to separate two energy scales, providing more information to reveal the relation between the
5.1 The Pseudogap of Cuprate Superconductors

A pseudogap, defined as a gap feature of unknown origin in the electronic excitation above $T_c$, is observed in cuprate superconductors by a number of experimental techniques [134]. Nuclear magnetic resonance (NMR) experiments were the first to detect a normal state pseudogap in underdoped YBCO by measuring the spin-lattice relaxation rate [138] and the Knight shift [139]. Proportional to the spin susceptibility, these two variables were found to decrease with temperature below a characteristic temperature $T^*$ ($> T_c$). This observation suggests that some spins remain paired above $T_c$, reducing magnetic susceptibility from spin fluctuations. A spin gap was proposed based on this discovery, and its formation is more like a broad crossover around $T^*$ than a real phase transition. The pseudogap was later confirmed by other techniques which use charge channel detection, such as optical conductivity [140] and electronic specific heat [141]. Within the charge channel, the pseudogap is described by a depletion of the density of states (DOS) around the Fermi energy. The normal state gap feature has also been observed in spectra measured by ARPES [142, 143] and STM [98, 122]. These two techniques were quickly adapted to study cuprate superconductors, and provide more detailed information about the pseudogap.

In the overview of superconductivity (see Chap. 1), we discussed the gap symmetry in cuprate superconductors. A $d$-wave gap ($\Delta(\theta) = \Delta_{SM} \cos 2\theta$) opens on the Fermi surface, with a zero gap and maximum gap $\Delta_{SM}$ at nodal ($\theta = \pi/4$) and antinodal points ($\theta = 0$), respectively. This anisotropic superconducting gap is observed
Figure 5.1: (a) The dashed line represents the doping dependence of pseudogaps in antinodal spectra (ARPES data for Bi-2212). The data points for this line were obtained by three groups. The dome-shaped line represents the doping dependence of $T_c$. Details of data are referred to the original paper. Cited from Ref. [144]. (b) Gap magnitude as a function of position on the Fermi surface. Solid blue line: simple $d$-wave gap function appropriate to the one-gap scenario. Dotted blue line: superconducting gap appropriate to the two-gap scenario; red line: pseudogap which exists in a broad temperature range below and above $T_c$. Cited from Ref. [137]. Here the $d$-wave function, $\cos 2\theta$, is simplified using a straight line. As of now, there is no consensus on the $\theta$ position of the maximum superconducting gap. The dotted line can be alternatively extrapolated to the antinodal point [119].

in ARPES data [17, 18]. Surprisingly, a similar 4-fold symmetry is found for the pseudogap phase well above $T_c$ [142, 143], except for a gapless arc region around the nodal point [145]. Beyond the arc region, the pseudogap amplitude starts to increase, with maximum value, $\Delta_{PM}$, at antinodal points. As the temperature increases from $T_c$ to $T^*$, the gapless arc region expands [145] and the pseudogap is gradually filled in. The maximum pseudogap size $\Delta_{PM}$ decreases monotonically with doping [146] (data of the prototype Bi-2212 are shown in Fig. 5.1a), similar to the doping dependence of $T^*$ [143] (see Fig. 1.2c). The superconducting gap and the pseudogap are connected
smoothly at $T_c$, i.e., $\Delta_{SM}$ is comparable with $\Delta_{PM}$. As a result, $\Delta_{SM}$ also decreases with doping, not proportional to $T_c$ as expected from the BCS theory. The pseudogap picture proposed by ARPES is corroborated by STM studies with better energy and spatial resolution [98]. The absolute bias voltage of coherence peaks in STM spectra correspond to $\Delta_{SM}$ and $\Delta_{PM}$, below and above $T_c$, respectively. The gap feature also evolves smoothly through $T_c$ without apparent changes [98, 122], consistent with the ARPES observation that $\Delta_{SM}$ and $\Delta_{PM}$ have similar values.

The doping dependence of $\Delta_{SM}$ and $\Delta_{PM}$ triggers a lot of debates on the physical nature of the pseudogap. One opinion is that the pseudogap is a precursor of the superconducting gap, consisting of non-coherent Cooper pairs [34]. When the temperature is decreased below $T_c$, Cooper pairs become coherent throughout the material, entering the superconducting state. In the precursor picture, the critical temperature $T_c$ is determined by the superfluid density instead of the coupling strength [147, 148]. In the resonance valence bonding (RVB) theory, preformed pairs with a pseudogap energy scale above $T_c$ are naturally described by the spin singlet liquid, and superconductivity results from the condensation of doped holes into the ground state [147]. The idea of preformed pairs arises directly from the smooth evolution of spectra through $T_c$ and the similar momentum dependence of pseudogaps and superconducting gaps. Furthermore, short-range phase coherence is detected by high-frequency conductivity [149] above $T_c$ and a phase with fluctuating vortices is discovered using the Nernst effect [150], giving support to the picture of the non-coherent state. However, the critical temperature determined by the Nernst effect has a dome shaped line above $T_c$, but does not reach up to the pseudogap critical
temperature, $T^*$. The other opinion is that two different orders coexist on the Fermi surface, around antinodal and nodal points, respectively. Tanaka et al. extrapolated two distinct Fermi-momentum-dependent energy gaps in the superconducting state by ARPES measurements in deeply underdoped Bi-2212 [151]. In this two-gap scenario, the pseudogap is located around the antinodal points and exists together with the superconducting gap below $T_c$. The previous $\Delta_{SM}$ is either an energy scale representing a mixture of the pseudogap and the superconducting gap with similar sizes or just a pseudogap continuing below $T_c$. The schematic picture of the two-gap scenario is displayed in Fig. 5.1b. This scenario is supported by Raman studies which detected opposite doping dependence of two gaps [152]. In a STM study, Boyer et al. made a division normalization between spectra below and above $T_c$ to separate two energy scales, and found a small gap hidden in the spectra [118]. The energy scale of the small gap, related to earlier observations of low-energy kinks in tunneling spectra [93], is believed to represent the real superconducting order.

External magnetic fields penetrate cuprates, forming magnetic vortices. Superconductivity is suppressed inside vortices and normal state vortex cores are separated by the surrounding superconducting state. Using the STS method under magnetic field to extract information on both normal and superconducting states at the same temperature, we expect to build another direction to explore the two-gap scenario.
Figure 5.2: (a) 40 × 40 nm² topographic image of overdoped Pb-Bi2201 ($T_c = 15$ K). Bright atoms are doped Pb atoms on Bi sites. The top right frame of a 5-nm-square area is enlarged in (b) with a 4× magnification. The image is taken with $V_s = -100$ mV and $I_s = 100$ pA at $T = 6$ K.

5.2 Topography and Gap Inhomogeneity in Bi-2201

Bi-2212 is the most commonly studied cuprate in STM measurements, since it cleaves conveniently between two weakly bonded BiO sheets to expose a charge neutral and atomically flat plane. In our experiments, we choose a Pb-substituted Bi-2201 sample instead, with a low critical temperature of $T_c^{\text{max}} = 35$ K. This choice fits the working temperature of our STM system. For all data shown in this chapter, the sample is overdoped Bi$_{2−y}$Pb$_y$Si$_2$CuO$_{6+δ}$ [153] with $T_c = 15$ K.

The floating-zone-grown single crystal Pb-Bi2201 is cold cleaved in our cryogenic vacuum and inserted into the STM head. Bi-2201 exposes a flat BiO surface after cleaving, similar to Bi-2212 (see Fig. 2.5). An atomically resolved topographic image
of the BiO plane is shown in Fig. 5.2a. A subunit is enlarged for a better view of the Bi square lattice (Fig. 5.2b). In this square lattice, bright Pb atoms replace some Bi atoms, eliminating the incommensurate supermodulation structure [80]. The electronic structure is not affected by the change due to the Pb-induced surface structure, at least within the measurement range of ±100 meV around the Fermi level.

After choosing a clean area with an atomically resolved topographic image, the single point $dI/dV$ spectra are taken at different spatial locations. The measured $dI/dV$ spectra are believed to originate from the CuO$_2$ plane, separated from the STM tip by insulating BiO and SrO layers. Three representative spectra are displayed in Fig. 5.3. The top spectrum with a small superconducting gap has sharp coherence peaks, and the gap size is estimated by half the distance between coherence peaks. For the bottom spectrum with a large gap, the coherence peaks are suppressed, and the bias voltage value for the maximum conductance is used to determine the gap size. Notice that the gap size extracted from STM measurements corresponds to the maximum value at antinodal points on the Fermi surface (see Fig. 2.4). A negative correlation between the gap size and the coherence peak sharpness was also found in Bi-2212 [91]. For pnictides, we observed that the gap size is positively correlated with coherence peak sharpness, which is attributed to impurity scattering. The opposite behavior in cuprates implies a different mechanism. Unlike pnictides with a $s_{\pm}$ symmetric gap, cuprates have a $d$-wave superconducting gap. In the last paragraph of this section, we will discuss the origin of the antinodal gap inhomogeneity.

By measuring a survey of point spectra on this clean area, we collect the three-dimensional data set of the DOS. A gap map is subsequently extracted, shown in Fig.
Figure 5.3: Three characteristic $dI/dV$ spectra of overdoped Pb-Bi2201 ($T_c = 15$ K) taken at three different spatial points, respectively. The spectrum is recorded in the bias range of $[-45 \text{ mV}, 45 \text{ mV}]$, with $V_s = -100$ mV and $I_s = 100$ pA at $T = 6$ K. A gap size is defined by half the distance between coherence peaks as shown in the figure. The spectra show variant gap sizes and spectrum shapes, presenting the electronic inhomogeneity.

5.4a. The $dI/dV$ spectrum shape and the gap size vary largely as the spatial location changes. This spatial inhomogeneity is nm-scale, which is well known in Bi-2212 [92]. Next we sort $dI/dV$ spectra and average those with the same gap size. The negative correlation between the gap size and the peak sharpness holds for the averaged sorted spectra in Fig. 5.4b as well. The spatially variant apparent gap size is denoted as $\Delta_{\text{inhomog}}$.

The inhomogeneity of $dI/dV$ spectra and gap map in cuprates has been well discussed [70]. Earlier studies are focused on two issues: whether the inhomogeneity
Figure 5.4: (a) 40 $\times$ 40 nm$^2$ gap map of overdoped Pb-Bi2201 ($T_c = 15$ K). The gap map is calculated from a 256 $\times$ 256 pixel spectral survey which is recorded with the same condition as in Fig. 5.3. (b) The averaged $dI/dV$ spectra associated with different $\Delta_{\text{inhomog}}$ are sorted by increasing $\Delta_{\text{inhomog}}$, from top to bottom. All spectra are extracted from the same 256 $\times$ 256 pixel spectral survey referred to in (a). Spectra with different $\Delta_{\text{inhomog}}$ are shown with even vertical offsets to enhance visibility.

is a universal phenomenon for cuprates and whether homogeneous samples can be achieved through oxygen annealing [154]. As emphasized by McElroy [155], the STM spectrum is a convolution of the tip and surface shape, and a blunt tip may lead to a homogeneous DOS map. With the improvement of experimental techniques, the existence of the inhomogeneity is generally accepted [70]. Inhomogeneity is ascribed to the random distribution of doped oxygen atoms [156], and the local gap size becomes larger closer to oxygen atoms. This relation is further verified by the partial Fourier transformation of DOS maps in Bi2201 [157]. It is reported that the antinodal spectra
gradually lose the coherence peak intensity as the doping value decreases [158], due to the decreasing superfluid density upon underdoping. This observation provides us a reasonable interpretation of the spectral inhomogeneity in cuprates: a spectrum with a larger gap size is more possibly from the underdoped regime, and its coherence peaks are less pronounced. The spectral inhomogeneity requires us to track the same scan area atom-by-atom when performing any mathematical operations between DOS maps under different conditions.

5.3 Division Normalization in Superconductors

For the same Pb-Bi2201, Boyer et al. tracked DOS maps on the same area below and above $T_c$, and used the division normalization to extract a hidden small gap [118]. This small gap is buried in an apparent broad gap before division and vanishes near $T_c$, implying that it may represent the real superconducting order. The apparent broad gap is associated with the pseudogap, which coexists with the superconducting gap below $T_c$. A STS spectrum is convoluted with thermal broadening, which limits the application of dividing spectra at two temperatures. On the other hand, an external magnetic field can suppress the superconducting state completely above $H_{c2}$, or inside vortices between $H_{c1}$ and $H_{c2}$. The division approach can be extended to comparing spectra at zero (without vortices) and moderate non-zero (with vortices) fields. More importantly, we can address a crucial question for the normal state inside vortices: is it a pseudogap state? The answer to this question can facilitate fundamental understanding of high-$T_c$ superconductors. In our low temperature STM system, we can measure atomically resolved spectra and track atoms under a magnetic field
(\(H \leq 9\) T) and/or temperature (\(T \leq 20\) K). Accordingly, we will apply the division normalization approach under magnetic fields to investigate the two-gap scenario.

In Chap. 2, we presented the superconducting DOS derived in BCS theory in Eq. 2.4. Here we recall this equation,

\[
N_s = N_0 \frac{\varepsilon'}{\sqrt{\varepsilon'^2 - \Delta^2}}; \quad \varepsilon' = \varepsilon - i\Gamma,
\]

(5.1)

where \(N_0\) is the normal state DOS, \(\Delta\) is the gap size, \(\varepsilon\) is the energy, referenced to the Fermi energy, and \(\Gamma\) is the dissipation rate. In elementary superconductors, the normal state is metallic and \(N_0\) is a constant near the Fermi surface. In intermetallic compounds and ceramic oxides, the normal state becomes more complicated due to possible coexisting orders. As a function of energy \(\varepsilon\) and spatial coordinate \(\vec{r}\), the normal state DOS \(N_0\) can bury information of the superconducting gap \(\Delta\) in the spectrum of \(N_s\). If we obtain \(N_0\) by a reliable approximation, the real superconducting information can be extracted by the following,

\[
\frac{N_s(\vec{r}, \varepsilon)}{N_0(\vec{r}, \varepsilon)} = \frac{\varepsilon'}{\sqrt{\varepsilon'^2 - \Delta^2}}.
\]

(5.2)

By assuming \(N_0\) is weakly dependent on temperature, Boyer et al. used a \(dI/dV\) spectrum at a temperature \(T_N\) slightly above \(T_c\) to approximate the normal state DOS [118]. We also notice that the temperature to approximate \(N_0\) is well above \(T_c\) in Ref. [159].

In our experiments under magnetic fields, superconducting and normal states exist outside and inside vortex cores, respectively. Due to the spatial dependence of the DOS, it is impossible to directly compare \(N_s\) and \(N_0\) within the same DOS map. Since the whole system is in the superconducting state at zero field, the division
normalization can be alternatively realized by dividing the DOS map at zero field by another in the same spatial region at a nonzero field. The assumption behind this approach is that $N_0$ weakly depends on magnetic field $H$. A schematic picture of our division approach with vortex imaging is shown in Fig. 5.5. At zero field, $dI/dV$ spectra at all spatial locations correspond to the superconducting DOS $N_s$ (red curves). At a moderate nonzero field, spectra in the superconducting regime are still $N_s$ whereas those inside vortices become the normal state DOS $N_0$ (black straight lines). After the division normalization, spectra inside vortices present the information of $\Delta$ whereas those outside vortices become trivial constants. However, things can become much more complicated in real experiments.

As discussed in the beginning of this chapter, microscopic interactions induce physical orders. For example, charge density wave (CDW) and spin density wave (SDW) are two orders triggered by electron-phonon and electron-electron interactions, respectively [160]. Various orders can coexist, behaving differently as measurement conditions change: phase separation (orders vary spatially) in real space or segment variation on the Fermi surface in momentum space. A good example is 2H-NeSe$_2$ with a CDW order below 33 K and a superconducting order below 7.2 K [161]. These two orders coexist below 7.2 K and are predicted to be well separated in momentum space. ARPES, as a momentum-resolved technique, is normally expected to detect such coexisting orders. As a spatially-resolved technique, STM produce spectra as weighted averages of spectra around the Fermi surface. In 2H-NeSe$_2$, since the CDW and superconductor orders have well separated energy scales, STM can also distinguish these two orders (gaps) in the averaged spectrum.
Chapter 5: Two Energy Scales in Cuprate Superconductors

Figure 5.5: Schematic diagram for the division normalization under magnetic field. At zero field, red curves represent superconducting DOS $N_s$ at all spatial locations. At a moderate nonzero field, the spectra inside blue vortices become the normal state DOS $N_0$. For simplicity, without considering its structure, $N_0$ is represented by a constant metallic DOS (black straight lines). After the division, information of $\Delta$ is extracted in spectra inside vortices, independent of the possible complicated structure of $N_0$. Outside vortices, the divided results are trivial constants.

Before presenting our experimental results, we discuss several possible difficulties in the division normalization approach:
1. Both the normal state DOS $N_0$ and the superconducting gap $\Delta$ depend on the angle $\theta$ along the Fermi surface. Accordingly, the explicit normalization formula for $d$-wave superconductors is rewritten as

\[
\frac{N_s(\varepsilon)}{N_0(\varepsilon)} = \frac{\int N_0(\varepsilon, \theta) \frac{|\varepsilon|}{\sqrt{\varepsilon^2 - \Delta^2(\theta)^2}} d\theta}{\int N_0(\varepsilon, \theta) d\theta},
\]

(5.3)

where $N_s$ and $N_0$ are averaged DOS, measured by STM. The normal state DOS is still mixed in the spectrum after division. However, if we assume a $d$-wave pseudogap (similar to the superconducting spectrum function) and $\Delta_{PM}$ in $N_0$ is well separated from $\Delta_{SM}$ (applicable in Bi-2201), the division can still produce a reliable spectrum of $\Delta_{SM}$. A simulated example with $\Delta_{PM} = 25$ meV and $\Delta_{SM} = 7$ meV is shown in Fig. 5.6, from which we can find that the gap size from division is almost the same as the exact $\Delta_{SM}$.

2. When a magnetic field is applied along the $c$-axis of layered cuprates, a screening supercurrent flows around vortex cores within the $ab$ plane. The Doppler shift from the supercurrent was used to explain the sub-gap splitting within vortices of NbSe$_2$ [81], which has never been reported in cuprates. The Doppler shift may change the energy of quasiparticles near vortices, and the gap size would become a function of distance to the vortex core [162]. For spectra outside vortices in Bi-2212, various reports demonstrate that spectra in between vortex cores at 6 T are almost the same as those at zero field [70]. Although the Doppler shift may be hidden in the lifetime effect of a smoothed spectrum [70], we can assume that the supercurrent only has a negligible orbital-depairing effect for spectra near vortex cores. The Doppler shift thus will not affect our general conclusions.

3. In general, a vortex core is considered to be in the normal state. However,
Figure 5.6: (a) The simulated normal and superconducting states DOS are plotted: the black dashed line denotes $N_0$ whereas the red solid line denotes $N_s$. Both the pseudogap and the pure superconducting gap are assumed to follow the $d$-wave function in Eq. 2.7. The chosen parameters are $\Delta_{PM} = 25$ meV, $\Gamma_{PM} = 5$ meV, $\Delta_{SM} = 7$ meV, and $\Gamma_{SM} = 0.7$ meV. (b) The normalized spectrum after dividing $N_s$ over $N_0$ (red solid line) vs. the exact superconducting spectrum (black dashed line). For a better view, all the DOS of the solid line are multiplied by a constant of 1.58. These two lines share almost the same peak bias energies at 7 meV. The gap depth of the normalized spectrum is smeared out due to incomplete removal of $N_0$.

as shown by some experiments (e.g., the isolated state in NeSe$_2$ [81]), vortex spectra also exhibit nontrivial structures. For cuprates, a pair of symmetric subgap peaks are observed in vortex spectra of Bi-2212 and YBCO, although a conclusive picture is not yet reached. As we know, vortex spectra were not reported in the past for Bi-2201. Nevertheless, subgap peaks in vortex spectra may result in symmetric dips in the normalized spectra after division. Such dip features are not observed in any of our normalized spectra.
5.4 Division Normalization under Magnetic Field and Possible Vortex Liquid State
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Figure 5.7: 40 × 40 nm² zero bias conductance maps taken at the same scan area under magnetic fields of 0T, 4T, 6T and 9 T, respectively (T = 6 K). All maps share the same color bar. No obvious changes are observable between the zero field map and nonzero field maps. In particular, vortex images are not detected in three nonzero field maps.

The external magnetic field is applied along the c-axis of a single crystal Bi-2201. By carefully tracking topographic images, four DOS maps at the same scan area (40-
nm square) are taken under magnetic fields of 0 T, 4 T, 6 T and 9 T, respectively. Following the vortex imaging approach (similar to that in pnictides), we use the \(dI/dV\) conductance at zero bias voltage to extract vortices. The resulting zero-bias conductance maps for four magnetic fields are shown in Fig. 5.7. We do not observe distinct vortices at all three moderate nonzero fields. In addition, these three nonzero-field conductance maps are qualitatively the same as that at zero field. To further clarify, we sort \(dI/dV\) spectra and average those with same gap sizes for each DOS map. As shown in Fig. 5.8, we observe that the negative correlation between gap size and peak sharpness is persistent for all magnetic fields \(H\). For each gap size, the averaged conductance spectra almost do not change with field. On the other hand, as \(H\) increases, spectra become subtly smoothed out: both peak height and zero-bias well depth decrease for all gap sizes. Straightforwardly, we can raise two interesting questions: what exact changes to the electronic structure are brought by external magnetic fields and why are vortices not observed in conductance maps? The first question will be explored by the division normalization method whereas the second will be discussed following our analysis.

Despite the absence of vortices, we make a point-by-point division of zero-field spectra over nonzero-field spectra. A careful cross correlation between two maps is performed to register the same spatial location for each atom before the division. After dividing the DOS map at 0 T over another one at 9 T, we subsequently extract a new gap map from the normalized DOS map (see Fig. 5.9a). Compared to the original zero-field gap map in Fig. 5.4a, the normalized gap map is much less inhomogeneous with gap sizes in the vicinity of 7 meV. The spatial homogeneity of gap sizes is
Figure 5.8: A set of spectra taken at different magnetic fields. Each spectrum is an average of spectra with the same gap size in a single DOS map. These lines are sorted by increasing apparent gap size (9 meV ≤ Δ_{inhomg} ≤ 45 meV), from top to bottom. For each Δ_{inhomg}, the spectra exhibit similar shapes as field increases. Spectra with different Δ_{inhomg} are shown with even vertical offsets to enhance visibility.

also observed in other normalized gap maps using 4 T and 6 T DOS maps as the denominator.

We further do the point by point division between zero-field and in-field DOS maps and average the divided spectra with the same zero-field gap sizes. The normalized spectra are presented in Fig. 5.9b, where the corresponding apparent gap size Δ_{inhomg} is labeled for each curve. Small gap sizes from these normalized spectra with a broad range of apparent gaps are all around 7 meV, with very small variation. In other words, the previous inhomogeneity of apparent gaps disappears in normalized spectra, and the hidden order Δ_{homog} is homogeneous. In addition, gap sizes of normalized
Figure 5.9: (a) By dividing the 0 T DOS map over the 9 T DOS map, a 40 × 40 nm$^2$ gap map is extracted. The color scale is the same as that for Fig. 5.4a. A homogeneous gap spans the whole area. (b) By divide the zero-field and in-field DOS maps point by point, the divided spectra with the same zero-field gap sizes are averaged. The normalized spectra exhibit gaps with very similar sizes, independent of the apparent gap size $\Delta_{\text{inhomog}}$. The gap depth increases with field.

Finally, we average all $dI/dV$ spectra for each DOS map, and divide the overall-averaged spectrum at zero field over those at three nonzero fields, respectively. The overall normalized spectra for 4 T, 6 T and 9 T are compared in Fig. 5.10. This analysis effectively cancels out possible errors induced by imperfect spatial registration between different DOS maps. It is clear that the small gaps $\Delta_{\text{homog}}$ are almost the same ($\approx 7$ meV) for all three fields, and only peak heights and zero-bias well depths increase with field (see Fig. 5.10b). We note that our results are in good agreement
with those obtained by the division over different temperatures in Ref. [118]. Both experiments separate two types of gaps: the apparent one $\Delta_{\text{inhomog}}$ is inhomogeneous with a broad range whereas the hidden one $\Delta_{\text{homog}}$ is homogeneous. The values of the hidden gaps are also quantitatively the same: $\Delta = 6.7 \pm 1.6$ meV in Ref. [118] and $\Delta_{\text{homog}} = 7$ meV in our experiment. All these consistencies from two different experimental techniques indicate that the small gap extracted by the division normalization should represent a real physical order. Although further experimental evidence is required, we agree with Boyer et al. that the small gap reveals the superconducting order and the apparent gap should be referred to the pseudogap.

Figure 5.10: (a) The overall-averaged spectra for each DOS map are used to produce the normalized spectra by dividing zero-field spectrum over three nonzero-field spectra (blue line from 9 T, green line from 6 T, and red line from 4 T). A small gap $\approx 7$ meV is presented for all the three normalized spectra. The gap depth, calculated by the vertical distance from the coherence peak (the average of two peaks) to the gap bottom, increases with field. The results of gap depths are plotted in (b), associated with the same color for each field. To demonstrate the effect of increasing field in the division normalization, a simulation is tested in App. A.

On the other hand, the reason for the absence of visible vortices still needs to be
answered. One possibility is that all three fields used in our experiment are higher than $H_{c2}$, under which the whole system is in the normal state and no vortices exist. The gradual evolution of spectra with increasing $H$ only reflects the field dependence of normal state DOS in this case. Another possibility is that the system is in a vortex liquid state under the three fields we chose. Given the quasi two-dimensional layered structure of cuprates, vortices are very sensitive to thermal fluctuations and the vortex liquid state occupies a large phase space in the $H-T$ phase diagram. In our experimental time scale (10 ms) which is much larger than the vortex lifetime in the liquid state, the spectrum at each spatial location is a weighted average of both $N_s$ and $N_0$. The weight of $N_0$ in the measured spectrum is proportional to the vortex density, which increases with the magnetic field $H$.

Figures 5.11a-b present a set of $c$-axis resistivity $\rho_c$ [164] data for a Pb-Bi2201 with $T_c = 13$ K (from [163]). The temperature and field dependence of $\rho_c$ exhibits a semiconductor-like upturn and a crossover peak, respectively. These two characters arise from the competition between tunneling channels of Cooper pairs and quasiparticles. The zero-resistivity temperature $T_{\rho=0}$ in Fig. 5.11a is related to the irreversibility field [165], which can be roughly connected with the transition from a disordered vortex lattice (vortex solid) to a vortex liquid state [166]. The peak temperature $T_{\text{peak}}$ in Fig. 5.11a and the peak field $H_{\text{peak}}$ in Fig. 5.11b give rise to an underestimate of $H_{c2}$ [167]. Figure 5.11c presents a rough phase diagram of vortices, where the vortex liquid state is the region between lines of $T_{\rho=0}$ and $T_{\text{peak}} (H_{\text{peak}})$. Based on this figure, our STM measurements with $T = 6$ K and $4 \, T \leq H \leq 9 \, T$ are most likely in the vortex liquid state. The conjecture that we are above $H_{c2}$ has
to be rejected. In addition, the vortex density increases with \( H \) and the weight of \( N_0 \) in each \( dI/dV \) spectrum increases. As a result, the small superconducting gap becomes more pronounced as \( H \) increases. In App. A, we will give a detailed deriva-
tion based on simulated spectra. Our results in Fig. 5.10 are consistent with this prediction. However, to confirm the vortex liquid state conjecture, a larger phase space at different temperatures and magnetic fields are required to be explored in the future. Especially by lowering the temperature to approach a vortex solid state, we can clarify the division normalization results inside vortex cores.

5.5 Conclusion and Discussions

Following the division normalization method under magnetic fields, we extract a homogeneous hidden small gap coexisting with an apparent inhomogeneous gap. The hidden small gap we believe to be a superconducting order, which can be linked to a low-voltage shoulder in previous tunneling spectra [93]. Our results are consistent with those obtained by comparing spectra below and above $T_c$. We believe that the normal state in vortex cores is compatible with the pseudogap state above $T_c$. Although the pseudogap state was suspected to exist in vortex cores [168], it is the first time that we know of that a serious analysis has been made to verify this point. The fact that the penetrated magnetic field cannot suppress the pseudogap states limits different theories.

Although the two-gap scenario is confirmed in our STM measurements, further detailed studies, such as the doping dependence of the small superconducting gap, are required to flesh out the complementary picture. The underlying mechanism of the pseudogap is still unclear. Wise et al. [157] studied the relation between the checkerboard pattern in DOS maps of Bi-2201 and spectral inhomogeneity. It was proposed that the pseudogap state is a CDW order originating from the Fermi sur-
face nesting near the antinodal region. As discovered by several groups [100, 170, 93], the checkerboard pattern and the nesting CDW order are believed to coexist. However, the following controversies need to be resolved, to prove that the CDW order is the pseudogap order: 1) The pseudogap scales linearly with doping throughout the cuprate family and loses linear dependence of $T_c$. When comparing different systems at optimal doping, Feng et al. observed the antinodal gap scales linearly with $T_c$ [169] (see Fig. 5.12). In other words, the pseudogap is not unrelated with the superconducting phase. 2) The CDW order cannot explain the angle dependent $d$-wave
feature of the pseudogap. Fermi surface nesting normally leads to a single value gap. 3) For underdoped cuprates, a series of experiments suggest that $T_c$ is limited by the superfluid (superconducting carrier) density [171, 172, 148]. Feng et al. also interpreted weakening of antinodal coherence peaks of spectra upon underdoping using the decrease of superfluid density [158]. Whether the critical temperature depends on the superfluid density or the hidden small gap has to be reconciled for underdoped cuprates.

The Nernst state above $T_c$ was proposed as a superconducting state with moving vortices, similar to the vortex liquid state. For the former state, vortices are thermally excited with opposite polarities as topological defects at zero field [173], whereas the latter state are often considered under magnetic fields. Our division normalization method under magnetic fields can be expected to detect the possible superconducting information in the Nernst state above $T_c$.

In the end, I briefly address the relation between our vortex liquid phase and recent results of quantum oscillation experiments[27, 28, 29]. Quantum oscillations are often associated with closed Fermi surface pockets. Recent quantum oscillation experiments on cuprate superconductors have revealed some electron pockets near the antinodal region and hole pockets near the nodal region of the Brillouin zone[27, 28, 29]. Some phenomenological theories have been proposed to reconcile the pseudogap phase above $T_c$ at zero field and the observed quantum oscillations at high fields[174, 175]. It is worthwhile to emphasize that quantum oscillations can also occur in a regime where some vortex pinning prevails[29] and the persistence of Landau quantization in the mixed state of Type-II superconductors have been a
general phenomenon discussed earlier[176]. Although our experiments did not reach the high magnetic fields applied in quantum oscillation experiments, it is still possible that some Fermi surface information could be discovered.
Appendix A

Division Normalization in the Vortex Liquid State

In this appendix, I discuss the electronic density of states (DOS) for superconductors with two gap symmetries and derive the division normalization in the vortex liquid state. Some formulas have been presented in the main body of this thesis, but they are recollected here in an integrated manner.

In the BCS theory, the superconducting DOS in momentum space is given by

\[ N_s(\varepsilon) = N_0 \, n_s(\varepsilon) = N_0 \frac{\varepsilon}{\sqrt{\varepsilon^2 - \Delta^2}}, \]  

(A.1)

where \( N_0 \) is the normal state DOS, \( \varepsilon \) is the energy away from the Fermi energy, and \( \Delta \) is the superconducting gap. For convenience, we introduce a reduced (dimensionless) superconducting DOS, \( n_s(\varepsilon) \), to represent the superconducting gap information without the influence of \( N_0 \). To add scattering from pair-breaking sources, \( \varepsilon \) is replaced by \( \varepsilon - i\Gamma \), where \( \Gamma \) denotes dissipation. For \( s \)-wave superconductors, \( N_s \) is rewritten
as
\[ N_s(\varepsilon) = N_0 \text{Re} \left[ \frac{\varepsilon - i\Gamma}{\sqrt{(\varepsilon - i\Gamma)^2 - \Delta_0^2}} \right], \quad \text{(A.2)} \]
where \( N_0 \) is a constant, and \( \Delta \) is angle-independent in momentum space, \( \Delta = \Delta_0 \).

Rigorously, Eq. (A.2) is only valid when the energy is greater than the Fermi energy \( (\varepsilon > 0) \); with a mirror symmetry, the DOS for negative \( \varepsilon \) is directly given by \( N_s(\varepsilon) = N_s(-\varepsilon) \). The same symmetry theoretically holds for all the DOS considered in this thesis.

For high-\( T_c \) superconductors, although the BCS theory is no longer valid, Eq. (A.1) can still phenomenologically describe the quasiparticle DOS \( N_s \) after modifications. For cuprates, the gap is anisotropic in momentum space. With a \( d \)-wave distribution, the gap becomes \( \Delta(\theta) = \Delta_{SM} \cos 2\theta \), where \( \theta \) represents the position along the Fermi surface as shown in Fig. 1.3, and \( \Delta_{SM} \) is the maximum gap size on the antinodal point with \( \theta = 0 \) and \( \pi/2 \). Since STM is operated in real space, a STS spectrum is derived as an average over the Fermi surface in momentum space,
\[ \pi_s(\varepsilon) = \int n_s(\varepsilon,\theta) d\theta = \int \text{Re} \left[ \frac{\varepsilon - i\Gamma}{\sqrt{(\varepsilon - i\Gamma)^2 - (\Delta_{SM} \cos 2\theta)^2}} \right] d\theta, \quad \text{(A.3)} \]
where the normal state DOS \( N_0 \) is considered as a constant and omitted. A typical \( d \)-wave DOS spectrum is plotted in Fig. 2.4, and half the distance between two coherence peaks is used to approximate \( \Delta_{SM} \) in practice. The assumption that the normal state \( N_0 \) is a constant is questionable for ceramic compounds. Although the explicit form of \( N_0 \) is unknown yet, it is possible to approximate \( N_0 \) by a pseudogap-like function due to their compatibility. For simplicity, we also assign a \( d \)-wave function to \( N_0 \),
\[ N_0(\varepsilon,\theta) \approx N_0' \text{Re} \left[ \frac{\varepsilon - i\Gamma'}{\sqrt{(\varepsilon - i\Gamma')^2 - (\Delta_{PM} \cos 2\theta)^2}} \right], \quad \text{(A.4)} \]
where \( N'_0 \) is a new constant coefficient in the unit of nS, and \( \Delta_{PM} \) and \( \Gamma' \) denote the maximum gap and scattering dissipation for the pseudogap, respectively. As a result, the integrated \( dI/dV \) spectrum is given by

\[
\overline{N}_s(\varepsilon) = \int N_s(\varepsilon, \theta) d\theta = \int N_0(\varepsilon, \theta) n_s(\varepsilon, \theta) d\theta,
\]

which is the fundamental assumption of the two-gap scenario we apply in Chap. 5.

Pseudogaps \( \Delta_{PM} \) and superconducting gaps \( \Delta_{SM} \) are usually mixed with each other in STS spectra. In principle Eq. (A.5) can be used to fit spectra and evaluate \( \Delta_{PM} \) and \( \Delta_{SM} \), but it is practically difficult due to many possible limitations such as spectrum asymmetry. Alternatively, we can apply the division normalization approach,

\[
\overline{n}_s^{\text{div}}(\varepsilon) = \frac{\overline{N}_s(\varepsilon)}{\overline{N}_0(\varepsilon)} = \frac{\int N_0(\varepsilon, \theta) n_s(\varepsilon, \theta) d\theta}{\int N_0(\varepsilon, \theta) d\theta}.
\]

Although \( \overline{n}_s^{\text{div}}(\varepsilon) \) differs from the exact reduced superconducting DOS spectrum \( \overline{n}_s(\varepsilon) \), \( \Delta_{SM} \) evaluated from these two functions are almost the same demonstrated by the example in Fig. 5.6. Boyer et al. chose spectra above \( T_c \) to approximate \( \overline{N}_0(\varepsilon) \).[118]

Since an external magnetic field can lead to normal state vortices, we instead treat vortex spectra in nonzero fields at the same temperature as \( \overline{N}_0(\varepsilon) \), which avoids thermal broadening. Notice that due to inhomogeneity of the DOS, spectra used in the division normalization have to be measured at the same spatial location.

Interestingly, vortices are not imaged in our experiments with conditions of \( H = 4/6/9 \) T and \( T = 6 \) K for Pb-Bi2201 samples. We propose that the system is most possibly in the vortex liquid state by comparing the \( H-T \) phase diagram of vortices [163]. Vortices can move around in space, and a nonzero-field STS spectrum \( \overline{N}_H(\varepsilon) \) taken in the time scale of ms includes both \( \overline{N}_s(\varepsilon) \) and \( \overline{N}_0(\varepsilon) \), which can be roughly written
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Figure A.1: (a) Simulated normalized spectra with different vortex area fractions $\rho_{vortex}$ in the vortex liquid state. The same parameters as in Fig. 5.6 are chosen. A small gap $\approx 7$ meV is presented for all normalized spectra, independent of $\rho_{vortex}$. (b) The gap depth (see text) vs. the vortex area fractions.

As an average form,

$$N_H(\varepsilon) \approx xN_0(\varepsilon) + (1 - x)N_s(\varepsilon). \quad (A.7)$$

Here the normal state weight $x$ is approximately evaluated by the area fraction of vortices, $\rho_{vortex}$, which increases with field. Accordingly, the division normalization in our experiments is more properly given by

$$\overline{n}_H^{div}(\varepsilon) = \frac{N_{H=0}(\varepsilon)}{N_H(\varepsilon)} = \frac{N_s(\varepsilon)}{xN_0(\varepsilon) + (1 - x)N_s(\varepsilon)}. \quad (A.8)$$

In Fig. A.1a, we present simulated calculations of $\overline{n}_H^{div}(\varepsilon)$ for three different $x$ with the same parameters used in Fig. 5.6. We observe that gap sizes extracted from three different spectra are exactly the same. The gap depth, defined as the vertical distance from the coherence peak to the zero-bias well bottom, increases with the vortex density. As shown in Fig. A.1b, the gap depth is a hyperbolic function of the $\rho_{vortex}$. In other words, the gap depth for a higher field is smaller than the expectation.
by linearly fitting results of lower fields. It is important to notice that the conclusions of both gap size and gap depth from the above simulated calculations are impressively consistent with our experimental results presented in Chap. 5, further supporting the proposed vortex liquid state.
Appendix B

Differential Conductance

Spectroscopy Routine

In the STS mode, a $dI/dV$ spectrum measurement is optimally realized using a lock-in technique. The internal lock-in amplifier of a Nanonis STM controller is integrated in the $dI/dV$ spectrum measurement. In this appendix, I present the spectroscopy routine and its timing diagram. Notice that the following steps are automatically executed by the Nanonis controller.

In Fig. B.1, a timing diagram of half cycle $dI/dV$ spectroscopy displays the bias voltage versus time. A spectroscopy routine and the time parameters (typical values given in parenthesis) are explained below. The corresponding procedure numbers are correlated with either an execution time point or a range of time in the process.

1. Start the spectroscopy measurement. Lock-in is on; both **Frequency** (1.11 kHz) and zero-peak **Amplitude** (1.5 mV) are set. Tip stops on a spatial point and the feedback is still on.
2. Wait for a short settle time, which is set by \textit{Z averaging time} (50 ms). Within the settle time, feedback is on and the averaged \( z \) position (\( z_{\text{aver}} \)) is measured.

3. Stop the feedback and \( z \) voltage is set to \( z_{\text{aver}} \) (\( Z \)-controller hold mode).

4. Ramp the bias voltage to \( V_{\text{start}} \) with the start ramp speed set by \textit{Max. slew rate} (10 V/s).

5. Wait for a while after the bias is ramped to the starting point of the bias range. The start delay time is equal to the addition of \textit{Initial setting time} (5 ms) and \textit{Setting time} (100 \( \mu \)s).

6. Acquire and average modulation current during the \textit{Integration time} (10 ms) for this bias voltage.

Figure B.1: Timing diagram for a half cycle \( dI/dV \) spectroscopy.
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7. Ramp to next bias level with the sample ramp speed set by Max. slew rate. The bias step size follows the division of \( V_{\text{start}} - V_{\text{stop}} \) by the number of points.

8. Wait for a short time before the data acquisition. The sample delay time is equal to Setting time, which is often shorter than Initial setting time because a single bias step is often smaller than \( V_{\text{start}} - V_{\text{set}} \).


10. Repeat steps 7, 8, 6 in sequence until \( V_{\text{stop}} \) is reached.

11. For this half cycle routine, ramp bias voltage directly from \( V_{\text{stop}} \) back to \( V_{\text{set}} \). The ramp speed is also set by Max. slew rate.

12. Wait for a short time with feedback off. The time is equal to the addition of Setting time and End setting time (5 ms).

13. The feedback is back on and the tip stays at the same spatial point for a while, set by Z control time (50 ms).

14. Stop the spectroscopy measurement. Move to the next position if the tip was scanning before the spectroscopy.
Appendix C

Schematic Diagrams of Electronics

In this appendix, schematic diagrams of three electronics are presented with their modules instead of design details. These electronics are designed and built by my colleagues. I have experienced the testing, modification and application processes. The information here may serve as an integrated reference for future students.

C.1 Walker Controller

The walker controller is designed and built by Dr. Kamalesh Chatterjee at MIT. It consists of one HV supply board, two ±12 V DC supply boards and three functional electronic boards: amplifier board, delay board and drive board, as shown in the functional block diagram (see Fig. C.1). The walker controller accepts two analog signals from a control computer as input signals and outputs six driving signals to the step walker which consists of six shear piezo stacks. The waveform and trigger analog signals, shown schematically in Fig. C.2, are created using a NI DAQ board.
Figure C.1: Functional block diagram of the walker controller. Designed and built by Dr. Kamalesh Chatterjee at MIT.
Figure C.2: Timing diagram for the input and output signals of the walker controller. Both forward and backward modes are presented. The walker controller accepts two analog signals, one waveform and one trigger, as inputs, and outputs six drive signals.

(PCI-6731) and Labview software. The working principles are referred to Chap. 3 for both forward and backward modes. As an example, we choose the output voltage as 100 V, which means that the input waveform for the walker controller has a 100/30
V amplitude. The proportion is from the \( \times 30 \) amplifier board, shown in Fig. C.1. The time scales are close to our normal working conditions.

## C.2 Capacitance Meter

![Diagram of Capacitance Meter](image)

Figure C.3: Single-ended input mode of AD7746 in its simplified block diagram. Modified from AD7746 data sheet.

The capacitance meter is designed and built by Jim MacArthur at Harvard University. In our STM, the capacitance between two Cu concentric cylinders is monitored to check the relative tip-sample distance. Two semi-rigid coaxes, connected to the Cu cylinders, are guided out of the fridge and work as two inputs for the capaci-
Figure C.4: Breakout board diagram for the Analog Devices 7746 capacitance sensor. Designed by Jim MacArthur at Harvard University.
tance meter. The capacitance meter is based on a single chip capacitance-to-digital converter Analog Devices 7746 (AD7746), whose block diagram is shown in Fig. C.3 (from AD7746 data sheet). The input range (±4.096 pF) of AD7746 is sufficient for our application. The chip operates with a single power supply ∼ 5 V. We have one channel of floating capacitive sensor, which is measured in the single-ended mode of AD7746 as shown in Fig. C.3. Two coaxes are directly connected to CIN1(+) and EXC1 pins. Detailed design of the breakout board for AD7746 is also presented in Fig. C.4. The control computer communicates with the capacitance meter with an asynchronous serial port. Both capacitance reading and changes of configuration register are realized through the serial port.

C.3 Field Emission High Voltage Source

In the field emission process to clean the STM tip, a high voltage source in the range of hundreds of volts is needed. Our field emission high voltage source is designed by P. Bonnefil at the University of California at Berkeley and built by Dr. Heonick Ha. The main functional parts of this bipolar voltage source are two Bertan PMT modular high voltage power supplies with regulated output up to 500 V. The output-current limit is modified to 200 µA. A schematic block diagram is shown in Fig. C.5.
Figure C.5: Blocked diagram for the high voltage source for field emission. It is designed by P. Bonnefil at University of California at Berkeley and built by Dr. Heonick Ha.
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